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We establish the relationship between the Dirac algebra and the six-dimensional Lorentz group. By 
considering in an appropriate way the fifteen excentrical basis elements of the Dirac algebra as the 
components of an antisymmetrical tensor in six dimensions, the commutation as well as the anti­
commutation rules of the algebra can be written in a six-covariant way. The group of automorphisms of 
the real Dirac algebra turns out to be isomorphic to the proper six-dimensional Lorentz group. However, 
this result is very sensitive to the specific choice of Lorentz metric. 

INTRODUCTION 

The Dirac algebra has been the object of many 
investigations. These investigations have two impor" 
tant physical results. First, a unified description of 
boson and fermion fields can be given in terms of this 
algebra,l and second, traces of unitary symmetry are 
found in its ideal structure.2 On the other hand the 
higher-dimensional Lorentz groups grow more and 
more important in group-theoretical physics. 

Therefore it may be important to point out the 
relationship between the Dirac algebra and the six­
dimensional Lorentz group, that is, the group of 
linear homogeneous transformations of a six-dimen­
sional space which preserves the invariant diagonal 
metric (+ 1, -1, -1, - 1, -1, -1). An extensive 
review of the mathematical properties of the algebra 
has been given by Rashevskij.3 The present paper 
adds some new mathematical properties to our 
knowledge of the algebra. 

In Sec. I, we give the definition of the algebra and 

• This work was supported by the Foundation for Fundamental 
Research on Matter (FOM). 

1 S. Teitler, Nuovo Cimento, Supp!. 3, 1 (1965). 
I S. Teitler, J. Math. Phys., 7, 1739 (1966). 
3 P. K. Rashevskij, Am. Math. Soc. 6, 1 (1957). 

a short review of its most important features. Section 
II is devoted to the six-dimensional Lorentz group. 
A definition is given, and its local and global structure 
is specified. Then, in Sec. III, we put forward the six­
dimensional aspects of the algebra, while, in Sec. IV, 
the automorphism group of the real algebra is proved 
to be isomorphic to the proper six-dimensional 
Lorentz group. The full four-dimensional group is a 
subgroup of this proper six-dimensional group. In 
the first four sections we use a Lorentz metric g"V 
with diagonal elements (1, -1, -1, -1). In Sec. V 
we state similar results for the Dirac algebra belonging 
to the metric g'''V with (-1, + 1, + 1, + 1). 

I. DIRAC ALGEBRA 

Let us start with a four-dimensional space with 
coordinates x" and a Lorentz metric g"V (/-', v = 0, 1, 
2, 3) with diagonal elements (1, -1, -1, -1), the 
other elements vanishing. The Clifford algebra corre­
sponding to this metric is called the Dirac algebra. 
It has sixteen basis elements, namely a scalar element 
I, four vector elements y", six tensor elements y"V = 
l(y"yV - yVy"), four pseudovector elements y,,5 = 
y"y5, and a pseudo scalar element y5 = yOy1y2y3. To 
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avoid confusion with the usual convention 1'4 = i1'° 
we omit the index 4. The four vector elements satisfy 
the relation 

(1) 

All the other elements can be obtained from the four 
vector elements by multiplication, as indicated above. 
As a consequence, relation (1) fixes the multiplication 
of the algebra. All linear combinations of these 
basis elements with complex coefficients define the 
complex algebra. However, we restrict ourselves in 
the present paper to the real algebra, that is, to linear 
combinations with real coefficients. Only in Sec. IV 
will we need the complex extension of the algebra. 
There we use the important fact that the complex 
Dirac algebra is isomorphic to the algebra of complex 
4 x 4 matrices. In that isomorphism all the basis 
elements of the algebra except the scalar one corre-
spond to traceless matrices.' . 

Relation (l) is covariant under Lorentz transforma­
tions. If x 'p = wP vxv defines a Lorentz transformation 
(that is, w" pW;' vgPY = gd), then I"l' = wl'vYV also 
satisfies (I). Now we can construct an automorphism 
of the real algebra by means of the correspondence 

I~I, 

These transformations form a Lie group (we call it 
the six group). The local structure of such a group is 
characterized by the commutation rules of its gener­
ators. The six group has fifteen generators, which may 
be considered to be the components of an antisym­
metrical tensor MKL. They satisfy the commutation 
rules 

[MKL, MMNL = GKNMLM _ GKMMLN 

+ GLMMKN _ GLNMKM. (4) 

The global structure is specified by the connectivity 
of the parameter space. This manifold consists of 
four disjoint parts. Two of them have det £l = + 1 
and the other two det £l = -1. One of the parts 
with det £l = + 1 contains the identity transforma­
tion. It has £loo > 0 and will be called the proper six 
group. 

m. SIX-DIMENSIONAL ASPECTS OF THE 
ALGEBRA 

To clarify the six-dimensional aspects of the 
algebra, we write the fifteen excentrical basis elements, 
i.e., all the basis elements except the scalar one, as the 
elements of an anti symmetrical 6 X 6 matrix. Let us 
define this matrix r KL to be 

yP ~ y'P = wP vYv, 

ypv ~ y'P. = wI' leW v ;.1'''\ 

(2) r KL = !(yKyL - yLyK) for (K, L = 0, 1, 2, 3, 5), 

rKG = _rGK = iyK for (K = 0, 1,2,3,5). (5) 

etc. 

It is easily verified that this correspondence preserves 
all the algebraic operations. Thus it is an automor­
phism. Now every Lorentz transformation w implies 
such an automorphism A(w). On the other hand we 
can ask ourselves the question: Can every automor­
phism of the algebra be generated by an w or is the 
correspondence between automorphisms and Lorentz 
transformations one-to-one? The answer must be no. 
The group of automorphisms is much larger than the 
four-dimensional Lorentz group. This is shown in 
Secs. III and IV. 

II. SIX-DIMENSIONAL LORENTZ GROUP 

Now we consider a six-dimensional space with 
coordinates X k and a metric GKL (K, L = 0, 1, 2, 3, 
5, 6) with diagonal elements (l, -1, -1, -I, -1, 
-1) and vanishing off-diagonal elements. A six­
dimensional coordinate transformation X' K = £lK LX L 

is called a Lorentz transformation if 

n. K n.L GMN _ GKL 
U lIfu N - • (3) 

4 A. Messiah. Mecanique quanlique (Dunod et Cie .• Paris. 1960). 
p.774. 

The matrix elements of r are not numbers, but they 
are elements of the real Dirac algebra. The arrange­
ment (5) will prove to be very convenient. For if we 
compute the commutation rules of the elements r KL, 

we find 

[rKL, rMNL = GKNrLlIf _ GKlIfrLN 

+ GLMrKN _ GLNrKM. (6) 

Equation (6) may be verified in a straightforward 
manner by using the definition of rKL (5) and the 
multiplication rules for the basis elements (1). Equa­
tion (6) is identical to Eq. (4), so that the real Dirac 
algebra can be used to represent the six group. In 
addition, if we let the matrix r KL transform as a tensor 
of rank two under six-dimensional Lorentz trans­
formations, then relation (6) is "six covariant"; i.e., 
if r KL satisfies (6), then r 'KL = oKMoLNrlllN does 
also. 

In the same way, the anticommutation rules of the 
r K £Os may be calculated and found to be 

[rKL, rllfN]+ = t(GKNGLlIf _ GKlIfGLN) 

+ 1 KLMN r ST 
IE ST , (7) 
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where €KLMNST is a completely antisymmetrical 
tensor with €OI2356 = + 1. Because of the odd number 
of negative signs in the metric, this implies that 
€OI2356 = -1. Note that (1) may be obtained from (7) 
by setting L = N = 6. Equation (7) is only covariant 
under six-dimensional Lorentz transformations with 
det 0 = + 1 since the € tensor changes sign if det 0 = 
-1. Addition ofEqs. (6) and (7) for the multiplication 
of two r's gives 

rKLrMN = (GKNrLM _ GKMrLN + GLMrKN 

_ GLNrKM) + i(GKNGLM 

G KMGLN) + .1 KLMN r ST 
- 4€ ST· (8a) 

The multiplication in the algebra is completely speci­
fied if we add one more relation to (8a): 

(8b) 

Considering I as a six-scalar, Eqs. (8a) and (8b) turn 
out to be covariant under all Lorentz transformations 
OKL with det 0 = +1. 

As a consequence of the covariance of Eqs. (8a) 
and (8b), we can construct with every O(det + 1) 
an automorphism ACO) of the real algebra: 

I +-+ I, 
r KL +-+ r,KL = OKMOL NrMN. 

(9) 

However, we can imagine that two different O's 
generate one and the same automorphism. 

Theorem 1." If 0 and 0' generate the same automor­
phism, then 0' = ±O. 

Proof" If ACO) == A(O'), then 

roK roL roK roL _ ro,K ro,L _ ro,K ro,L 
U MU N - U N U M - U M U N ~"' N U M· 

(10) 

Now multiplying Eq. (10) by (O-I)SK(O-I)T Land 
summing over K and L, we find that the matrix 
elements of a = 0-10' must satisfy 

as MaT N - asNaT]lI = G
S 

MGT N - G
S 

NG
T 

M. 

(11) 

This condition is nontrivial only for S:;!: T and 
M:;!: N. In that case the left-hand side of Eq. (11) is 
just the determinant of the 2 x 2 submatrix obtained 
from the matrix a by crossing the rows Sand T with 
the columns M and N. Equation (11) tells us that all 
these 2 X 2 submatrices are singular, except those 
which contain two diagonal elements. In the last case 
the so-called "principal minors" equal one. 

Now, we consider the matrix a-I. This matrix can 
be constructed from a in the usual way. !i-lKL = ± 
minor of aK L because det a = 1. If K :;!: L, tke minor 
of aK L is zero. This can be seen by expanding this 
minor in the subminors of two rows, one of which 
must be the Lth. Thus the off-diagonal elements of 
a-I are all zero, and the same is valid for a itself. 
Because the principal minors equal 1, the diagonal 
elements of a must be all + 1 or all -1. But that means 
that 0' = ±O. Q.E.D. Now if det 0 is +1, then 
det (-0) is also + 1. Thus both transformations +0 
and -0 belong to the subgroup with det + 1. This 
subgroup consists of two disjoint parts, one of which 
is the proper six group. If 0 belongs to one of the 
parts, then -0 belongs to the other. That means that 
one and only one of the two transformations +0 and 
-0 belongs to the proper six group. Consequently, 
all automorphisms of the type (9) are generated by one 
and only one element of the proper six group. 

The automorphisms (2) are also of type (9). Hence 
the full four-dimensional Lorentz group is a subgroup 
of the proper six group. The proper four transforma­
tions correspond to those transformations of the 
proper six group which leave the 5 and 6 axes un­
changed. In our arrangement (5), space and time 
inversion correspond, respectively, to inversion of 
the 1,2,3,5 and 1,2,3,6 axes. 

IV. AUTOMORPIDSM GROUP 

To complete the picture we need to prove that 
every automorphism A is generated by an O. 

Theorem 2." Every automorphism can be written in 
the form (9). The proof of this theorem is divided in 
five steps. 

Step 1. Every automorphism A(r+-+ r') of the real 
algebra implies an automorphism of the complex al­
gebra and every automorphism of the complex algebra 
is inner; i.e., there exists an S in the complex 
algebra so that r' = srs-I.5 The automorphism 
fixes the S up to a complex factor :;!: 0.6 

Step 2. Now we use the isomorphism of the complex 
Dirac algebra on the algebra of complex 4 X 4 
matrices. Stating the result of step 1 in terms of 
matrices, we may say that every automorphism is 
generated by a nonsingular matrix S. Since S is fixed up 
to a complex factor, we may choose an S with 

5 Reference 3, p. 33ft". 
s Reference 3, p. 25. 



                                                                                                                                    

184 A. TEN KATE 

det S = + 1 without loss of generality. Now every 
nonsingular matrix can be written as the exponent of 
another matrix7 : 

S = exp T. (12) 

The matrix T corresponds to an element of the com­
plex algebra. Thus it can always be written as 

(13) 

with complex a and aKL' the latter being anti­
symmetrical in K and L. However, since det S = 
exp (trace T) and all excentrical basis elements corre­
spond to traceless matrices, we may choose a = O. 
Finally, every automorphism A(r ~ r') may be 
written as 

r,ftl N = e-aKLrKLrlllN e+asJ'rsJ'. (14) 

with complex aKL' 

Step 3. We expand (14) in a series by means of the 
general matrix identity 

CIO 1 
(exp A)B(exp -A) = ~ - A(n){B}, (15) 

n=O n! 
where 

and 

A(n){B} = [A, [A", . , [A, BL' . 'LL 
(n commutators). 

In our case A = -aKLrKL and B = r M N' Using the 
commutation rules for the r's (6), we find 

A(l){B} = [A, B] = 2(a.!l1KrK N - rMKa K N)' 

Considering aK Land r K L as 6 x 6 matrices and 
suppressing the matrix indices, we get 

A(l){r} = 2(ar - ra). (16a) 

And, in general, 

Step 4. Now we define a complex six-dimensional 
Lorentz tramformation 0 by 

0= exp(aKLDKL), (17) 

where DK I. are the fifteen 6 x 6 matrices which 
represent the generators of the six group in the 
defining representation 

(DKL)ST = GKSGL
T - GLSGK

T . (18) 

7 F. R. Gantmacher, Matrix Theory (Chelsea Publishing 
Company, New York, 1959), Vol. I, p. 239. 

Using the antisymmetry of the (DKL)ST =_(DKL)ST, 
we can see immediately that 0 is a Lorentz trans­
formation: 

OST = [exp(aKLDKL)]BT 

= GSVGTW[exp (-aKLDKL)]W f' 

= GSV GTWO-1W v, 
and from this we get 

n.S n. U GTV _ GBU 
01." TOI." J7 - • 

(19) 

Thus 0 is a complex Lorentz transformation and 
det 0 = + I because of its definition and the trace­
less ness of the DKL'S. Now we consider the tensor 
transformation 

r,,·llN = 0·llS0NTrsT. (20) 

We prove that this transformation is identical to 
transformation (14). To do this we use (19): 

r ,,111 ( DKL)'l1 r S ( DST)W N = exp aKL S JJ' exp -aST N, 

(21) 

and, suppressing the index summation, we write in 
terms of 6 x 6 matrices 

r" = (exp aKLDKL)r(exp -asTDsT). (21') 

This is an expression of the type (15), and it can be 
reduced along similar lines. Now, A = aKLDKL and 
B = r. Using (18), we find the commutation rules 
between A and B: 

A(l){B} = [A, B] = 2(ar - ra) (22a) 

and, in general, 

A(n){B} = 2(aA(n-l){B} - A(n-l){B}a). (22b) 

Comparing this result with (16), we conclude that 
every term of the series (21) is equal to the corre­
sponding term of (14). Hence r"·ll,Y = r'·lIN. But 
that means that we have found a complex Lorentz 
transformation which generates our automorphism A 
of the real algebra. We still prove that such a real 
automorphism can only be generated by real O's. 
This will complete the proof of Theorem 2. 

Step 5. Although 0 may be complex, we know that 
OSTOuV - OSvOT[,' is real because A is an auto­
morphism of the real algebra. Now if 0 is a complex 
Lorentz transformation, then the complex conjugate 
0* is also. But then 0 and 0* generate the same auto­
morphism, and we are left with two possibilities, 
0* = +0 and 0* = -0, since Theorem 1 holds 
also for complex O. In the first case 0* = +0, the 
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Lorentz transformation is real and that is just what 
we want. In the second case 0.* = -0., the Lorentz 
transformation would be purely imaginary, and we 
show that purely imaginary six-dimensional Lorentz 
transformations do not exist. Suppose 0. is a purely 
imaginary Lorentz transformation, 

o.KMo.LNGMN = G KL. 

Because 0. is imaginary, the matrix ZS T = ins T is 
real. This real matrix satisfies the equality 

(23) 

Now let us consider the rows of this matrix to be 
vectors. Then (23) asserts that the first row is a space­
like vector, while the other five rows are timelike. 
Moreover, all the vectors are orthogonal to each 
other. But five orthogonal, timelike, real vectors do 
not exist. Thus a real matrix Z satisfying (23) does 
not exist; so that the case 0.* = -0. may be excluded. 
But then the proof is given because 0. = 0.* is real. 
Consequently, the group of automorphisms of the real 
Dirac algebra is isomorphic to the proper six group. 

V. INVERSE METRIC 

If we start with a metric g' P' (-1, + 1, + 1, + 1) 
instead of gP' (+ 1, - 1, - 1, - 1), we do not find the 
same results. Although the complex Clifford algebras 
belonging to the two metrics gP' andg'P' are isomorphic 
to each other, the real algebras are not. Nevertheless, 
all the preceding results will still hold if we replace 
GK L ( + I, -1, -1, -1, -1, -1) by G' K L ( -1, + 1 , 
+ I, + I, -1, -1). All formulas and statements 
remain valid if we substitute g'P' for gP' and G'KL for 
GKL. However, we must make one important excep­
tion. Because of the change of signature in the six­
dimensional Lorentz group, the last statement of 
Step 5 in the proof of Theorem 2 is not valid. Indeed, 
the new six group, which leaves G'KL invariant, con­
tains purely imaginary elements in its complex 

extension. Consider, for example, the matrix 

0 i 0 0 0 

0 0 0 0 

0 0 0 0 0 
E= 

0 0 0 0 0 

0 0 0 0 

0 0 0 0 

This is a purely imaginary element of the new six 
group. As a consequence, Theorem 2 breaks down. 
It is readily verified that E generates an automorphism 
of the real algebra, and this automorphism is not of 
type (9) because 0. is not real. However, if we modify 
Theorem 2 in such a way that purely imaginary o.'s 
are also admitted, then Theorem 2 remains valid. 

Theorem 2': All automorphisms of the real Dirac 
algebra belonging to g'P' can be written in the form 

(24) 

where 0. is a real or purely imaginary element of the 
new six group. Now every purely imaginary 0. can be 
written as the product of a real 0.; the E, and the 
product of two imaginary o.'s, is a real 0.. Hence, 
the parameter space of the group of automorphisms 
of the new algebra splits up into two disjoint parts. 
One of these parts contains the identity and is an 
invariant subgroup of index 2. This subgroup is 
isomorphic to the proper six group which leaves 
G' K L invariant. 

It is remarkable how sensitive these considerations 
are to the specific choice of the metric. 
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There are two main results in this paper. First, it is shown that we can develop a theory of classes in close 
analogy to the usual theory of representations. We can introduce concepts, such as reducible and irre­
ducible classes, sum .and product of classes, reduction of a class when going from a group to a subgroup, 
etc. Second, it is shown that it is possible to associate a "magic square" to each group. It is related to the 
numbers of pain. of commuting elements between classes and it can be used immediately to find the 
structure of the "tensor operators" of the group. 

1. INTRODUCTION 

The whole physical literature about the theory of 
representations of groups of finite order amounts 
essentially to a few standard procedures. One sets up 
the table of characters of the irreducible representa­
tions-a square table with representations as column 
entries and classes as row entries. Then, using the 
orthonormal properties of characters, one can easily 
perform such mathematical operations as the reduc­
tion of a representation into irreducible ones, the 
reduction of a representation from a group to a 
subgroup, etc. This amounts to using only one-half 
of the orthonormal properties of characters. It is well 
known that orthonormal properties similar to those 
obtained by multiplying columns of the table of 
characters also hold when multiplying rows.1 In 
Sec. 3 we study the row equivalent of the usual 
column theory. It will therefore be a theory of classes, 
in close analogy to the usual theory of represen­
tations. 

The second part of this paper (Sec. 4) shows that, 
to each group of finite order, one can associate a 
"magic square" related to the numbers of pairs of 

commuting elements between classes. This magic 
square can be immediately translated into a table of 
characters that shows clearly the structure of the 
"tensor operators" of the group. 

1. NOTATION 

In order to simplify the reading of this paper, each 
step will be illustrated with examples taken from the 
two groups 1T, and 1Ta (the symmetric permutation 
group on four and three variables, respectively). The 
tables of characters of these groups are given in 
Tables I and II. Whenever we speak of a group, the 
reader can always refer to Table I for an explanation 
of symbols and notation. Whenever we speak of a 
subgroup, Table II is to be consulted. This procedure 
eliminates the need of a lengthy and cumbersome list 
of symbols and notation. By simply looking at the 
two tables, for example, the reader can easily see that 
columns refer to representations and rows to classes, 
that an irreducible representation of a group is indi­
cated by Rk and an irreducible representation of a 
subgroup by Pk' etc. In short, the notation used in 
this paper becomes self-explanatory. 

TABLE I. Table of characters of the group 7T, of order N = 24. 

No. of group Irreducible 
elements in Irreduc- representa-
each class ible classes tions Rl R. Ra R, RI 

N= 1 C1 nl = 1 n. = 3 na =2 n, = 3 n l = 1 
N,= 6 C, 1 1 0 -1 -1 
N s = 8 Ca 1 0 -1 0 1 
N.= 6 C. 1 -1 0 1 -1 
N, = 3 C5 1 -1 2 -1 1 

1 Only the basic concepts of group theory (found in almost any book on the subject) are necessary to read the present paper. There­
fore, we give only two general references, one for mathematicians and one for physicists: W. Burnside, Theory of Groups of Finite 
Order (Dover Publications, Inc., New York, 1955), 2nded.; J. S. Lomont, Applications of Finite Groups (Academic Press Inc., New 
York, 1959). 

186 
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TABLE II. Table of characters of the group l7a of order m = 6. 

No. of group Irreducible 
elements in Irreduc- representa-
each class ibie classes tions P1 PI pa 

m1 = 1 1'1 V1 = 1 VI = 2 Vs = 1 
m2 = 3 y. 1 0 -1 
ms = 2 Ys 1 -1 1 

3. DUALITY BETWEEN REPRESENTATIONS AND CLASSES 

Let us call "irreducible class" a set of group elements, ordinarily called a class of conjugate elements. For 
example, in 7T" there are five irreducible classes (Cl , C2 , Ca, C4 , Cs of Table I). We can then establish the 
following "dual" properties: at left we have written the well-known properties of representations (sometimes 
only indicating them in a sketchy form) for the purpose of comparison with the dual properties of classes 
written at the right. 

To every irreducible representation Rk , we can 
associate a column of the table of characters. For 
example, to R2 in 7T" we can associate 

3 

1 

o 
-1 

-1 

Ck variable. (Ir) 

X R .( Ck) is the character of the irreducible representa­
tion R2 • The characters of irreducible representations 
are orthonormal, i.e., 

(2r) 

The sum Rk + Rz of two irreducible representations 
is .... 

Through the operation of the sum, we can define 
(reducible) representations. For example, 

(3r) 

To every irreducible class Ck , we can associate a row 
of the table of characters. For example to C2 in 7T" 

we can associate 

X R .(C2) = (1, 1,0, -1, -1) Rk variable. (lc) 

X Rk(C2) is the character of the irreducible class C2• 

The characters of irreducible classes are orthonormal, 
i.e., 

(2c) 

The sum Ck + Cz of two irreducible classes is the set 
of group elements belonging to both Ck and Cz • 

Through the operation of the sum, we can define 
(reducible) classes. For example, 

(3c) 

The character of the representation R is defined as The character of the class C is defined as 

(4r) 

For example, the representation R = R2 + 3Rs has 
the character 

6 

-2 
3 

-4 
2 

(Sr) 

(4c) 

where N c is the number of group elements in class 
C(N c = !k PkNk)' 

For example, the class C = C2 + 3Cs has the char­
acter 

(Sc) 
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Using (2r), one can easily compute how many times 
(otk) the irreducible representation Rk is contained in 
the representation R: 

1 ~ * otk = - k N,XRt(C,)Xa(CI)· 
Nz 

(6r) 

For example, with (5r), one gets 

ot, = id3 . 6 + 6( -1)( -2) + S· 0·3 + 6·1 

. (-4) + 3(-1)·2] = 0, 

otll = -h[I· 6 + 6(-1)(-2) + S· 1 ·3 

+ 6(-1)(-4) + 3·1·2] = 3, etc. (7r) 

The product R x R' of two representations is .... 

The product representation has for character the 
product of its characters: 

Xaxa·(Ck) = Xa(Ck)· Xa.(Ck ) (Sr) 

For example, the product representation R x Ra 
[R being given by (5r)] has for its character 

12 

o 
Xaxa.(C,..) = -3 

o 
4 

(9r) 

It is, of course, easy to decompose the product 
representation into irreducible representations using 
formula (6r). In our example (9r), one obtains 

R x Ra = R2 + 3Ra + R,: (lOr) 

Reduction of a representation R into irreducible 
representations of a subgroup. 

Knowing which classes of the group contain 
irreducible classes of the subgroup 

C. => Yt (=> means "contains"), (11r) 

one can write for the character in the subgroup 

(12r) 

and then proceed to the reduction using (6r). 
The order of the subgroup is the number of matrices 

of the representation R which are carried over into 
the subgroup. 

Using (2c), one can easily compute how many times 
((3k) the irreducible class Ck is contained in the class C: 

R Nc~ * 
f'k = - k XR,(Ck)XR,(C)· 

Nz 
(6c) 

For example, with (5c), one gets 

(3, = H[I·1 + (-I)(-i) + O·! + 1· (-1) 

+ (-1) . }] = 0, 

{35 = U[1·1 + (-1)(-1) + 2·! + (-1)(-1) 

+ 1 ·1] = 3, etc. (7c) 

The product, C x C of two classes is the class obtained 
by taking all the group elements obtained through 
multiplication of one element of class C by one 
element of class C. (It is easily seen that C x C = 
C' x C.) 

The product class has for its character 

XRk(C x C) = 1.. XRk(C)· XRk(C). (Sc) 
nk 

For example, the product class C x Ca [C being 
given by (5c)] has for its character 

(9c) 

It is, of course, easy to decompose the product class 
into irreducible classes using formula (6c). In our 
example (9c), one obtains 

C x Ca = 4C2 + 9Ca + 4C,: (lOc) 

Reduction of a class C into irreducible classes of a 
subgroup. 

Knowing the decomposition of the representations 
Rk into irreducible representations PI of the subgroup 

(llc) 

one can write for the character in the subgroup 

Xp,(C) = ! wstXR,(C)/! WslXR.(C) , 
• • 

(12c) 

and then proceed to the reduction using (6c). 
The number of elements of class C which are carried 

over into the subgroup is given by 

m 
me = N Nc ~ WslXR,(C)· (12c') 
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For example, in order to reduce the representation 
of 174 [given in (9r)] with respect to the subgroup 17a, 
one first observes that 

Cl :::> Yl' 
C2 :::> Y2, 

Ca :::> Ya, (13r) 

C4 :::> no classes of 17a, 

Cs :::> no classes of 17a; 

then one writes for the character in 17a 

X.XR,(Y,) - C~} (14r) 

Finally, using (6r), one obtains 

R x Ra = Pl + 5 P2 + Pa· (15r) 

Algebra of representations. In a group with n irre­
ducible representations, we can associate to every 
representation Rk an n x n matrix, such that the 
sum and the product of representations become the 
sum and the product of the corresponding matrices. 
Since the product of representations is commutative, 
all the corresponding matrices commute with one 
another. One association is as follows: The matrix 
element (Rk)il on the ith row and Ith column of the 
matrix Rk is given by 

1 "" * (Rk)il = N"7 N.XRk(C,)XR;(C.)XRI(C,), (16r) 

For example, with 174 we obtain (all missing elements 
are equal to zero) 

R3= 

1 

1 

1 

1 1 

1 

1 

1 1 

1 

(17r) 

For example, in order to reduce the class of 174 
given in (9c) with respect to the subgroup 17a, one 
first observes that 

Rl = Pl' 

R2 = Pl + P2, 

Ra = P2, (13c) 

R 4 =P2+Pa, 

Rs = Pa; 

then one writes for the character in 173 

Xp,(C x Ca) = (1, -t, 1). (14c) 

Finally, using (6c), one obtains 

C x Ca :::> 4Y2 + 9Ya. (15c) 

Algebra of classes. In a group with n irreducible 
classes, we can associate to every class Ck an n X n 
matrix, such that the sum and the product of classes 
become the sum and the product of the corresponding 
matrices. 

Since the product of classes is commutative, all the 
corresponding matrices commute with one another. 
One association is as follows: The matrix element 
(Ck);I on the ith row and lth column of the matrix 
Ck is given by 

(Ck)iI = NkNI! XR.(Ck)X~.(Ci)XR.(CI). (16c) 
N • n. 

For example, with 174 we obtain (all missing elements 
are equal to zero) 

1 

1 

6 

4 1 

3 3 

4 2 

2 4 

8 

4 4 

Ca = 4 3 

4 4 

8 (17c) 
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(Eq. 17r cont.) 
1 

1 1 1 

~= 1 1 

1 1 1 

1 

1 

1 

R,,= 1 (17r) 

1 

1 

The set of matrices (16r) is obtained as follows. 
Write each irreducible representation as an n-dimen­
sional unit vector: 

Ra= 

1 0 
o 
o 
o 

o 
o 
1 

o 

, Rz = 

, etc. 

1 

o 
o 

(I8r) 

Then, knowing the result of the products Rk X R1 , 

Rk X Rz, Rk X Ra, ••• , from the table of characters, 
one can immediately write down the matrix elements 
of Rk • Since all the matrices (17r) commute with one 
another, they have the same set of n eigenvectors in 
common. It is easily seen that the eigenvectors of the 
matrices (17r) are the following ones: 

1 1 

1 0 

Cl = , c" = 0 , Ca = -1 

-1 0 

-1 

1 1 

-1 -1 

c, = 0 , C5 = 2 (I9r) 

1 -1 

-1 1 

(Eq. 17c cont.) 
6 

4 2 

C, = 3 3 

1 4 1 

4 2 

3 

1 2 

C5 = 3 (17c) 

2 1 

2 

The set of matrices (16c) is obtained as follows. 
Write each irreducible class as an n-dimensional unit 
vector: 

1 

o 
o 
o , Cz = 

, etc. 

o 

(18c) 

Then, knowing the result of the products Ck X C1 , 

Ck X Cz, Ck X Ca, ••• , from the table of characters, 
one can immediately write down the matrix elements 
of Ck • Since all the matrices (l7c) commute with one 
another, they have the same set of n eigenvectors in 
common. It is easily seen that the eigenvectors of the 
matrices (17c) are the following ones: 

3 2 

1 0 

r1 = , r" = 0 , ra = -1 

-1 0 

-1 2 

3 1 

-1 -1 

r, = 0 , r" = 1 (l9c) 

1 -1 

-1 1 
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i.e., vectors having the class characters as components. 
The eigenvalue of the matrix Rk , corresponding to the 
eigenvector c" is XRk( C/). Thus, for example, 

(20r) 

i.e., vectors having the representation characters as 
components. The eigenvalue of the matrix Ck , 

corresponding to the eigenvector r" is (Nk/n,)X~,(Ck)' 
Thus, for example, 

(20c) 

This result holds in general; i.e., This result holds in general, i.e., 

Theorem: The eigenvectors of Rk are the vectors c,: Theorem: The eigenvectors of Ck are the vectors r,: 

c, = 

and 

* XR1(C,) 

X:a(C/) 

X~.(C/) (2Ir) 

(22r) 

The proof is easily obtained by writing Eq. (22r), 
explicitly using (16r) and (2ir), and simplifying the 
resulting expression with formula (2c). 

4. A "MAGIC SQUARE" ASSOCIATED 
TO ANY FINITE GROUP 

Consider the Nk group elements belonging to an 
irreducible class Ck • Call them ql) ,q2), ... , qs), ... , 
q:'t). Let U be an arbitrary element of the group. 
From the definition of class, we see that 

(23) 

i.e., the elements of a class are transformed into 
themselves. Expressing each element qs) as a unit 
vector in an Nk-dimensional space, we have 

0 

1 

0 
C(l) -

k - , C(2) _ 
k - 0 , 

We can write Eq. (23) in the form 

M(U)C(s) - CIt) 
k - k' 

0 

0 

1 
C(3) _ 

k - 0 

etc. (24) 

(25) 

X:Z(C1) 

* X R /C2) 

X~zCC3) (21c) 

and 

(22c) 

The proof is easily obtained by writing Eq. (22c), 
explicitly using (16c) and (2ic), and simplifying the 
resulting expression with formula (2r). 

where M(U) is a matrix. We have thus obtained an Nk -

dimensional representation of the group. We call it a 
Ck-class representation of the group Ret and we pro­
ceed to reduce it into irreducible representations. It is 
easily seen from Eq. (23) that the value of the char­
acter of the representation Ret corresponding to the 
element U is the number of elements in class Ck that 
commute with U, i.e., X R (C.) is equal to the number 

Ck 

of elements of class Ck that commute with a fixed 
element of class C •. 

For example, the characters for the class representa­
tions of 7T4 are given in Table III. If we multiply each 
row of the table of characters of class representations 
by the corresponding number of group elements in 
that class, we obtain a "magic square" where the sum 
of each row and of each column is always equal to the 
order of the group. See Table IV for an example. 

The number at the intersection of the kth row with 
the lth column in the magic square is the number of 
pairs of commuting elements, one from class Ck 

and one from class Ct. The close relation between 
"class commutators" and characters of class repre­
sentations is thus made transparent. 

Having the characters, we can reduce the class 
representations in the usual fashion. For example, 
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TABLE III. Characters of the class representations of 'lTc. 

No. of group 
elements in Irreduc- Class repre­
each class ible classes sentations ROl ROi ROa Ro, Ro, 

with 1T, we obtain 

ROl = RI , 

Rat = RI + Ra + Rs, 

Ro = Rl + R'I. + R, + R5 , a 
(26) 

Ro == Rl + Ra + R" c 

Ro = Rl + R8 • , 
Let us note in passing that the number of times (lXk) 
each irreducible representation Rk appears in the 
whole set of (irreducible) class representations is 
simply 

(27) 

For example, in 1T, 

1X1 = 1 + 1 + 1 + 1 + 1 = 5, 
1X2 == 3 + 1 + 0 - 1 - 1 = 2, etc. 

(28) 

What is the meaning of the class representation and 
its reduction? It is easily seen that our definition 
(23)-(25) is equivalent to the· definition of a "tensor 
operator" in the physical literature. 'I. 

The tensor belonging to Rl (one and only one 
for each class representation) is the sum of all group 
elements in a class; it is the "class operator." The 
entire set of class operators constitutes "the complete 
set of commuting observable in the group" in the 
language of quantum mechanics. The formulas of 
this section show how many (and which) tensor 

TABLE IV. Class commutators in the 
group "4 (Magic square). 

C1 C. C. c, C, 

C1 1 6 8 6 3 
C. 6 12 0 0 6 
Ca 8 0 16 0 0 
C, 6 0 0 12 6 
C, 3 6 0 6 9 

I See J. S. Lomont, Ref. I, p. 85. 

1 6 8 6 3 
1 2 0 0 1 
1 0 2 0 0 
1 0 0 2 1 
1 2 0 2 3 

operators are contributed by the elements of each 
class. An explicit construction can be obtained by the 
usual "projection operator" technique: The part of 
the operator qa> that belongs to the irreducible 
representation R, is given by 

Since an example in 1T, would require too much space, 
we give an example in 1Ta • Writing for simplicity 

1 = P(1)(2)(2) , A = P(12)(3) ' B = P(13)(S) ' 

C = P(1)(23, ' D = P(l23) , E = P(18Z) , (30) 

we obtain for A, using formula (29), 

{
!(A + B + C), belongs to PI, 

l(2A - B - C), belongs to Pa. 

For D we obtain 

(31) 

(
HD + E), belongs to PI, 

(32) 
t(D - E), belongs to Pa. 

and so on. The tensor operators of the group 1T3 

are the following: 

1, A + B + C, D + E, belong to Pl. 

A - B, A - C, 

D-E, 

belong to Pz, (33) 

belongs to P3' 

We have seen in this section that a magic square is 
associated with each finite group, one which gives the 
number of pairs of commuting elements between two 
irreducible classes. This magic square can beimmedi­
ately interpreted as a table of characters for the class 
representations, which, in turn, gives the structure 
of the tensor operators of the group. 

It is easy to surmise that it should be possible to 
write down the "magic square" immediately-or very 
simply-from the table of characters of the irreducible 
representations. However, so far I have not succeeded 
in finding such a connection. 
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The Poincare generators for an open system augmented by the interaction parts of the full Poincare 
generators are shown to satisfy a closed set of coupled differential equations having a form which is 
independent of the nature of the interaction parts. The differential equations are formulated in the 
hyperplane formalism, the differentiation being with respect to the hyperplane parameters. The general 
solutions of the equations are studied, yielding relations among the augmented generators that must be 
prese~ved .in the li?1it .of zero interactio.n, i.e:, for a closed system. Introducing a hyperplane-dependent 
~amlltoman. denSity m a manner not Implymg local field theory, the obtained relations are shown to 
Yield expressIOns for all the generators of a closed system in terms of the Hamiltonian density and its 
derivatives alone. 

1. INTRODUCTION 

The principle of relativity along with the Lorentz 
transformation rules demand that if one inertial 
observer can measure a particular observable at an 
instant then any other inertial observer can measure 
the "same" observable on an arbitrary spacelike 
hyperplane. In particular, the concept of a time­
dependent observable must always be generalizable 
to a concept of a hyperplane-dependent observable. l 

These statements are almost academic when one is 
concerned only with observables like the Poincare 
generators of a closed system which are time, and 
hence hyperplane, independent. However, considera­
tion of physical systems which are not closed, on the 
one hand, or of the structure of the Poincare genera­
tors in terms of dynamical variables which may be 
regarded as more fundamental, on the other hand, 
does require the general point of view of the hyperplane 
formalism if all the facets of a Poincare invariant 
theory are to be explored.2 

In this article the problem of the relations between 
the Poincare generators of open systems and the 
structure of the Poincare generators for closed systems 
in terms of a hyperplane-dependent Hamiltonian 
density are studied in the framework of the hyperplane 
formalism. In particular, it is shown that the latter 
problem has a complete solution, without any appeal 
to quantum field theory of the Lagrangian form or 
otherwise, via the consideration of the former problem. 

In spirit this investigation stands somewhere 
between those going under the heading of axiomatic 

1 G. N. Fleming, J. Math. Phys. 7,1959 (1967). 
2 Examples of the use of the hyperplane formalism in the analysis 

of particular physical problems are given in G. N. Fleming, Phys. 
Rev. 137, BI88 (1965); 154, 1475 (1967). A restricted use of the 
notation and ideas of the hyperplane formalism in conventional 
quantum field theory occurs in the classic book by J. M. Jauch and 
F. Rohrlich, Theory of Photons and Electrons (Addison-Wesley 
Publishing Company, Inc., Reading, Mass., \955). 

or asymptotic field theory3 and those commonly 
referred to as LagraJ;lgian field theory.4 The concern 
for some details of the internal structure of the Poin­
care generators, as well as the modest rigor of some 
of the subsequent manipulations, reflects sympathy 
for the more conventional forms of relativistic quan­
tum theory. At the same time, the attempt to extract 
the information from a small set of seemingly very 
general principles, rather than assuming a very power­
ful but possibly internally inconsistent starting point 
such as an all-encompassing action principle, reflects 
admiration for the caution of the more modern school. 

In Sec. 2 the Poincare generators for a composite 
system are considered and are assumed to be separable 
into contributions from the constituent subsystems 
and the interaction between them. Arguments are 
presented for the circumstances under which the 
interaction parts of the generators acquire an especially 
simple form, viz., the choice of a fundamental set 
of dynamical variables with interaction-independent 
equal hyperplane commutators. The simple form of 
the interaction parts provokes the introduction of the 
hyperplane generators.l In Sec. 3 it is shown that the 
generators of anyone of the subsystems, augmented 
by the interaction parts, satisfy a closed set of coupled 
differential equations among themselves. Furthermore, 
the form of these differential equations is completely 
independent of the nature or strength of the interaction 
between the subsystems or of the nature of the other 
subsystem. Consequently the differential equations 
can be used to study properties of the generators of a 
system which must hold regardless of whether the 

3 R. F. Streater and A. S. Wightman, peT, Spin and Statistics, 
and All That (W. A. Benjamin, Inc., New York \964); R. Jost, 
The General Theory of Quantized Fields (American Mathematical 
Society, 1966). 

• For a modern rendition of the general theory see B. S. DeWitt, 
Dynamical Theory of Groups and Fields (Gordon and Breach 
Science Publishers, New York, \965). 
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system is open or closed. In Sec. 4 the general solutions 
of the coupled differential equations are sought and, 
to a considerable extent, found without making 
simplifying assumptions concerning the details of the 
interaction. The limiting case of zero interaction is 
then considered to obtain further results. The results 
of this section are explicit expressions for the hyper­
plane generators of reorientations of the hyperplane 
and rotations within the hyperplane, i.e., the NIl(t}, T) 
and JIl(t}, T), for all values of the hyperplane param­
eters (17Il , T) in terms of the hyperplane Hamiltonian 
H(t}, T) and the generator of reorientation at a 
particular T value, Nit}, TO).1 The final discussion of 
the generator KIl ( 17, T) is already implied in the author's 
earlier paper on the hyperplane formalism. Finally, in 
Sec. 5, after introducing the hyperplane Hamiltonian 
density via a familiar trick5 that is independent of 
field theory in the usual sense, the expressions obtained 
in Sec. 4 are applied to a closed system to yield 
expressions for all the generators in terms of the 
hyperplane Hamiltonian density and its hyperplane 
derivatives. In these last manipulations a principle 
of maximal causality is invoked which demands that 
the generators be expressible as functionals of dynami­
cal variables defined on only one hyperplane.6 A 
summary in Sec. 6 briefly recapitulates the final 
results and compares them to the corresponding 
equations that follow from a Lagrangian theory of 
local quantized fields._ 

2. PARTITIONING THE GENERATORS 

Let Pil and Mil. be the Hermitian generators of the 
Poincare group defined in the quantum-mechanical 
state space of a closed physical system. The generators 
then have no time dependence. If the physical system 
can be regarded as composed of two interacting 
subsystems, then one may expect to be able to 
decompose the generators for the entire system into 
contributions from each subsystem and from the 
interaction. A "contribution from a subsystem" 
means a part depending only on dynamical variables 

6 In general, if [A, BJ = 0 and 

(B'I A I SO) == 2nd(S' - S">(S'I a IS'), 
then 

where 
a(A> == eiRAae-iRA. 

• In Lagrangian field theory this assumption is a consequence of 
the stronger assertion that the basic field operators defined on a 
sillgle spacelike hypersurface are sufficient to construct a complete 
set of commuting observables. Interesting observations on the 
feasability of relaxing this requirement are provided by W. C. 
Davidon and H. Ekstein, J. Math. Phys. 5, 1588 (1964); R. Haag 
and D. Kastler, J. Math. Phys. 5, 848 (1964). 

referring or "belonging" to the subsystem of interest. 
The contribution from the interaction is a part in 
which dynamical variables from both subsystems are 
combined in a nonadditive way. These characteriza­
tions are a long way from uniquely determining the 
individual contributions, and it is, in fact, not clear 
that such a decomposition can be effected in a 
meaningful way in all interesting cases. Nevertheless, 
one's physical intuition indicates that the partitioning 
makes sense for "weak" coupling between the sub­
systems and such coupling will suffice for present 
purposes. The more precise delineation of the contri­
butions to the full generators is taken up after 
considering the time dependence of the contributions. 

The various parts of the full generators do depend 
on the time, providing there is some coupling between 
the subsystems, and one may write 

Pil = p~1)(t) + p~2)(t) + Vit), (2.1a) 

(2.1b) 

where the superscripts denote the parts referring to 
the individual subsystems and Vil and U,.. are the 
interaction parts. This notation, however, already 
destroys the manifest covariance of the formalism by 
introducing the time variable of a particular inertial 
frame. Manifest covariance is highly desirable in the 
type of investigation intended here, where one wants 
as many as possible of the demands of the principle of 
Poincare invariance to be satisfied automatically. 
This difficulty is easily bypassed by realizing that 
Poincare invariance itself demands that W the decom­
position of the full generators can be carried out at 
any definite time in any inertial frame, then it can also 
be carried out on any spacelike hyperplane in any 
definite inertial frame. 1 Otherwise one could not 
translate the decomposition, carried out in one frame, 
into the language of any other frame.? Thus the parts 
of the full generators become operators defined on 
arbitrary spacelike hyperplanes (t}Il' T), and one 
writes 

Pil = p~l)(t}, T) + P~2)(17, T) + Vit}, T), (2.2a) 

Mil. = M~~(17' T) + M~~(17' T) + UIl .(17, T). (2.2b) 

Notice that in the preceding discussion no reference, 
and therefore no commitment, to quantum field 
theory has been made. 

Now suppose that the basic dynamical variables, in 
terms of which the parts of the generators and all 
other dynamical variables are expressed, are chosen 
to have fixed equal-hyperplane commutation relations 

7 R. M. F. Houtappel, H. Van Dam, and E. P. Wigner, Rev. Mod. 
Phys. 37, 595 (1965). See also E. P. Wigner, Nuovo Cimento 3, 517 
(1956). 
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among themselves. The phrase "equal-hyperplane" 
refers to the fact that the basic dynamical variables 
can also be defined on arbitrary spacelike hyperplanes 
and that any dynamical variable A("" 7) is to be 
expressed in terms of the basic dynamical variables 
on the (",,7) hyperplane. The choice of fixed com­
mutators corresponds to the use of generalized 
coordinates and canonical momenta, rather than 
generalized coordinates and their time derivatives, as 
basic variables in classical mechanics or nonrelativistic 
quantum mechanics. The virtue of the choice is that 
many important dynamical variables acquire a form 
which is independent of the presence or nature of 
interactions.s 

For example, in the quantum theory of local fields, 
if the Poincare generators are expressed as spatial 
integrals of functions of the fields and their derivatives, 
then, in the presence of derivative coupling, all the 
generators acquire interaction parts.' On the other 
hand, if the generators are expressed in terms of the 
fields, their spatial derivatives, and their canonically 
conjugate fields, then the generators of spatial 
translations and rotations do not acquire interaction 
parts-even when the canonically conjugate fields 
appear in the interaction part of the Hamiltonian. 
The crucial feature of the canonically conjugate fields 
is that they have fixed equal-time commutators with 
the original fields, while the time derivatives of the 
original fields have equal-time commutators depending 
on the presence or absence of derivative coupling. 

On the basis of this choice of basic dynamical 
variables then, one can conclude that the interaction 
parts in (2.2) have the form 

Vi"" 7) = "'IY("" 7), (2.3a) 

U"v(",,7) = ",.0"(,,,,7) - ",,,Uv("', 7), (2.3b) 
where 

","U,.(",,7) = O. (2.3c) 

The reason is that the projections of P" and M". 
orthogonal to "'A' i.e., 

P" - ",,,,,,p == K"(,,,) (2.4a) 
and 

(2.4b) 

are generators of translations and "rotations" within 
the hyperplane.1 As such their commutators with 
arbitrary dynamical variables do not involve the 

• H. Ekstein, Phys. Rev. 153, 1397 (1967). This very interesting 
paper on the nature of, and relations among, observables for open 
systems adopts a pessimistic view towards the application of its 
main ideas to Poincare invariant theories. The pessimism is not 
shared by the present author, who believes that the consideration of 
the generalization of Ekstein's group G, to the group G(I], T), which 
leaves the arbitrary (t}, T) hyperplane invariant, would yield all the 
desired results. 

dynamical dependence of the variables on the hyper­
plane parameters (",,7), but only the .kinematical 
transformation properties of the dynamical variables 
under the Poincare group. The commutation relations, 
then, must not depend on the presence or nature of 
interactions.9 Therefore, if the dynamical variables 
and the generators are expressed in terms of basic 
variables with fixed commutators, the projections of 
the generators orthogonal to "'), cannot be dependent. 

The preceding comments justify (2.3a,b). Equation 
(2.3c) then simply removes an ambiguity in the 
definition of U,,("', 7) with no loss in generality. 

Upon introducing the projections of the Poincare 
generators parallel to "')" i.e., 

",p == H(",) (2.4c) 
and 

(2.4d) 

to obtain the complete set of hyperplane generators 
one can rewrite (2.2) in the form 

K"(,,,) = K~l)("" 7) + K~2)("" 7), (2.5a) 

J,.(",) = J11)(1],7) + J~2)("" 7), (2.5b) 

H(1]) = H(1\f},7) + H(2)(",, 7) + V("" 7), (2.5c) 

N ,.(",) = N11) (f} , 7) + N12
) ('" , 7) + U ,.(",,7), (2.5d) 

explicitly displaying the appearance of the interaction 
terms in the generators which induce changes in the 
hyperplane parameters, (",,7). 

From the familiar commutation relations of the 
full Poincare generators among themselves one can 
deduce the commutation relations among the hyper­
plane generators. They are used later, and so are put 
down here1 : 

[K", Kv] = [Kv' H) = [H, J,,] = 0, 

[J", Kv] = ilie"vapKa",P, 

[J", Jv] = ilie"vapJ"",p, 

[J", N v] = ilie"vapNa",P, 

[N", N v] = -ilie"vapJ"",p, 

[K", N v] = ili(g"v -1],,"'v)H, 

[N",H] = iIiK". 

(2.6a) 

(2.6b) 

(2.6c) 

(2.6d) 

(2.6e) 

(2.6f) 

(2.6g) 

In the absence of interaction between the subsystems, 
the parts KW Hli) J(i) N(i) (i = 1 2) become the JJ ' ,,,, Jl' , 

hyperplane generators for closed systems. Since the 
equal-hyperplane commutation relations of these 

'P. A. M. Dirac, Rev. Mod. Phys. 34, 592 (1962). See also 
Lectures on Quantum Mechanics (Belfer Graduate School of Science, 
Yeshiva University, 1964), Chap. 4. 
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parts among themselves cannot be interaction­
dependent, it follows that any two parts with different 
superscripts commute, while the parts with a fixed 
superscript satisfy (2.6) among themselves. 

3. FUNDAMENTAL DIFFERENTIAL EQUATIONS 

If the transformation properties of an arbitrary 
dynamical variable under the Poincare group are 
known, then the commutation relations of the 
dynamical variable with the hyperplane generators 
can immediately be written down. The transformation 
equations for the full Poincare generators are well 
known: 

(3.1a) 
and 

M~v = A;A~M;..p + a"A~P;.. - avA~P;.., (3.1b) 

where the transformation is 

(3.1c) 

Consequently the full hyperplane generators transform 
according to 

K~(1]') = A;Kv(1]), 

H'(1]') = H(1]), 

J~(1]') = A;Jv(1]) - tE"lpya"K ,p(1]')1]Y', 

N~(1]') = A;Nv(1]) + (a" -1]~1]'a)H'(1]') 

where 
- (1]'a)K~(1]'), 

(3.2a) 

(3.2b) 

(3.2c) 

(3.2d) 

(3.2e) 

Since the transformation properties of the subsystem 
hyperplane generators must be interaction-inde­
pendent, they must have the same form as (3.2), with 
the proviso that the prime refers to the parameter T 

as well as 1]", where 

(3.2f) 

The transformation properties of the interaction 
parts follow from the substitution of (2.5) into (3.2) 
and the application of the transformation rules for 
the subsystem generators. The results are 

V'(1]', T') = V(1], T) (3.3a) 
and 

U~(1]',T') = A;Uv(1],T) + (a" -1]~1]'a)V'(r/,T'). 
(3.3b) 

From the preceding transformation rules the com­
mutation relations of the subsystem generators and 
the interaction parts with the full generators can be 
obtained as special cases of the general commutation 
relations appearing as Eqs. (6.19-22) in the author's 
earlier article setting forth the hyperplane formalism.1 

Some of the equations are the hyperplane analogs 
of the Heisenberg equations of motion for the sub­
system generators and interaction parts. The equations 
are: 

[K", HW] = [K"K~il] = [K", V] = 0, (3.4a) 

[K fil] = iliE KWIl1]P '" v "VIlP , (3.4b) 

[K NW] - 'Ii( )Hw '" v - I g"v - 1],,1]v , (3.4c) 

[K", Uv] = ili(g"v - 1],,1]v)V; (3.4d) 

[H, HW] = - ilif)H(;I/aT, (3.5a) 

[H KW] = - iliaKw faT , Jl Jl' (3.5b) 

[H JW] = - iIiJ(i)/aT 
, " '" (3.5c) 

[H, N~il] = - ili(K~il + aN~il/aT), (3.5d) 

[H, V] = - iliaV/aT, (3.5e) 

[H, U,,] = -iliaU,,/aT; (3.5f) 

[J", HW] = [J", V] = 0, (3.6a) 

[J KW] = iliE KWIl1]P '" v "VIlP , (3.6b) 

[J JW] = iliE JWIl1]P '" v "VIlP , (3.6c) 

[J NW] = iliE NWIl1]P '" v "VIlP , (3.6d) 

[J", Uv] = iliE"vIlP U"1]P; (3.6e) 

[N", HW] = iliaHw/an", (3.7a) 

[N", K~il] = ili(1]vK~il + aK~il/an"), (3.7b) 

[N", J~il] = ili(1]vJ~il + aJ~il/a1]"), (3.7c) 

[N", N~il] = ili(1]vN~il + aN~il/a1]"), (3.7d) 

[N", V] = iliaV/an", (3.7e) 

[N", Uv] = ili(1]vU" + auv/a1]"). (3.7f) 

In using Eqs. (3.7) one must handle the partial 
derivative with respect to 1]" with care. Being a unit 
vector, the four components of 1]" are not independent. 
The consistent application of the rule 

a1]" 
a1]v == g~ - 1]"1]v (3.8) 

guarantees the correct result. 
Now suppose that the physical system of interest is 

the subsystem (i = 2), and that subsystem (i = 1) is 
to be varied, as well as the coupling between the 
subsystems, in order to probe the structure of sub­
system (i = 2). At the outset of such a study it is 
natural to seek relations between quantities of interest, 
i.e., quantities referring to the system of interest, which 
have a form independent of the nature of, or the 
coupling to, the probing system. It would make very 
little sense to tamper with such relations in any 
approximation method applied to the study of the 
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structure of the system of interest. Furthermore, such 
relations would themselves illuminate the structure of 
all systems possessing the quantities appearing in the 
relations. In this spirit one may now proceed to 
demonstrate a set of such relations between the parts 
of the full generators that involve dynamical variables 
associated with subsystem (i = 2), and, in a certain 
sense, the set of relations is complete. 

The parts of the generators concerned are 

and 

K ' =K(2) 
p- P' 

H' == H(2) + V, 

J ' = J(2) 
p- P' 

(3.9a) 

(3.9b) 

(3.9c) 

N~ == N~2) + Up. (3.9d) 

The obvious and trivial coupling-independent rela­
tions among these quantities are 

[K~, K~] = 0, 

[J ~, K~] = ili€p.~fJK"·rl, 
and 

[J~, J~] = ili€p.~fJJ'''r/. 

(3.l0a) 

(3.l0b) 

(3.10c) 

Equally obvious, but not quite so 
equations of motion for K~ and J~: 

trivial, are the 

[H', K;] = -ilioK;/OT, 

[H', J~] = -ilioJ;/OT, 

[N;, K~] = ili('Yj.K; + oK;/o'YjP), 
and 

(3.11 a) 

(3.11b) 

(3.11c) 

(3.11d) 

Finally, the truly surprising relations (proofs below) 
are 

[N~, H'] = jli(oN~/OT + oH'/o'YjP) (3.12a) 

and 

[N~, N~] = ili{oN~/o'YjP - oN~/o'Yj' 

+ 'Yj.N~ - 'YjpN~ + €P'~fJJ''''YjfJ}. (3.l2b) 

Thus, regardless of the nature of subsystem (i = J) 
or of the coupling between the two subsystems, the 
commutators of the primed generators can be ex­
pressed linearly in terms of the primed generators and 
their hyperplane derivatives alone. For reasons to be 
described below, the equations (3.12) regarded as 
differential equations are referred to as the fundamental 
differential equations. 

The proofs of (3.12a, b) are as follows: 

iliK!, = [N!" H] = [N!" H'] + [N!" H(l)] 

= [N!" H'] + [N~l), H(l)] + [N~, H(1)] 

= [N!" H'] + iliK~l) + [N~, H] - [N~, H']. 

Therefore, 

iliK~ = [Np, H'] + [N~, H] - [N~, H'] 

= ili(oH'/o'Yj!' + K~ + ON~/OT) - [N;, H'], 

(3.13) 

and (3.12a) is obtained. The last steps in (3.13) 
employed (3.7a, e) and (3.5d, f) For (3.12b) consider 

-ili€PVl1.fJJ"'YjfJ = [Np,N.] = [N!"N~] + [N!"N~l)] 
= [N N'] + [N(l) N(1)] + [N' N(1)] 

p.' v p.' v Jl' v 

= [N!" N~] - ili€p'''fJfl)~'YjfJ + [N~, N.] - [N~, N;]. 

Therefore, 

'Ii J'" /J -I €p.~fJ 'Yj 

= ili('Yj.N~ + oN:/o'YjP -1JpN~ - oN~/o'Yj') 

- [N~, N;], (3.14) 

and (3.12b) is obtained, where (3.7d, f) were used. 

4. SOLUTIONS OF THE 
FUNDAMENTAL EQUATIONS 

For the remainder of this paper the operator 
H'('Yj, T), which becomes the hyperplane Hamiltonian 
of the system of interest in the limit of no interaction, 
is regarded as given for all ('Yj, T). The problem, then, 
is to deduce the remaining generators N~, J~, and 
K; from H' using (3.10-12). Such an approach places 
the hyperplane Hamiltonian in a preferred role among 
the generators, and it is indeed the intention of the 
author to investigate how far one may go in extracting 
physically relevant information from the hyperplane 
Hamiltonian alone. Conceivably one may be able to 
bypass the customary Lagrangian origins of the 
canonical approach to relativistic quantum theory, 
which are characterized by ill-defined functional 
derivatives of operators with respect to operators.lO 

Regardless of one's attitude towards such a program, 
however, the display of all the generators as functionals 
of the hyperplane Hamiltonian remains interesting. 
(To keep the notation simple, the primes are hereafter 
dropped from the generators of interest.) 

The procedure will be as follows: Firstly, the 
general solution of (3.12a) is obtained yielding the 
possible Np ; secondly, (3.12b) is used to define a Jp 

for each N!'; thirdly, the equations of motion for Jp, 
(3. II b, d), is considered for obtaining constraints on 
the general expressions for Np and J!'; fourthly, it is 
demonstrated that oH/o'YjP, while not equal to Kp in 

10 In some of the modern approaches to quantum field theory these 
concepts have been sharpened by restriction to functional differ­
entiation with respect to free asymptotic fields. See F. Rohrlich, J. 
Math. Phys. 5, 324 (1964). 
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the presence of interaction, behaves exactly as KI' 
under commutation in the limit of zero interaction.ll 

A. General Solution of (3.lla) 

First consider the solution of the equation 

a i 
-G(T; '1; TO) = -H('1,T)G(T;'1;TO)' (4.1) 
aT Ii 

subject to the boundary condition 

(4.2) 

The formal expression ofthe solution is well known12 : 

G(T; "I; TO) = b exp {~I dT'H(7J, T')}, (4.3) 

where b denotes T-ordered products in the power 
series expansion of the exponential for T > TO and 
anti-T-ordered products for T < TO' More precisely, 
the solution may be defined by 

G(T;7J;To) 

= lim IT {I + !.. H(7J, T - !!.. (T - TO» T - 7"0}, 
N .... oo n=O Ii N N 

(4.4) 

with the understanding that the nth factor stands in 
the nth position to the right of the n = ° factor. 

From (4.4) one may easily infer the familiar results 

G(T; "I; TO)t = G(7"o; "I; 7") (4.5) 
and 

G(T; "I; 7"')G(T'; "I; T") = G(T'; "I; T"), (4.6) 

for T ~ T' ~ T" or 7"::; 7"' ::; 7"". More difficult to 
infer, but equally valid, is 

G(7"; 'fj; TO)t = G(7"; 'fj; 7"0)-1, (4.7) 

thereby justifying (4.6) for any finite T, 7"', and 7"". 
Finally, the relation 

oG(7"; "I; 7"0) 
0'1j1' 

i iTd ' ( ') oH(7J, T') (' ) ( =- 7"G7";7J;T G7";'fj;To, 4.8) 
Ii TO 0'1j1' 

which also follows directly from (4.4), wiII be useful. 
A particular solution of (3.12a) is given by 

. oG(7";'fj;7"o) 
NI'('fj,7";TO) = Iii G(ru;'fj;7"), (4.9) 

0"11' 
where 

(4.10) 

11 This last result was already obtained in Ref. I by direct 
differentiation of H(TI), and the discussion presented here may be 
regarded as a demonstration of internal consistency. 

11 Equations (4.3) and (4.4) are very reminiscent of equations 
commonly derived in the interaction picture which, by Haag's 
theorem, may not exist. See, however, M. Guenin, Commun. Math. 
Phys. 3, 120 (1966) for an interesting reevaluation of Haag's 
theorem. 

If the previous statement is valid, then the general 
solution of (3.12a) is 

N ( ) _ 'J, OG(T;7J;TO)G( .. ) I' 'fj,T - Irt To,'fj,T 
0"11' 

+ G(T; 'fj; 7"o)N,.('fj, 7"o)G(7"o; 'fj; 7"). (4.11) 

where Np('fj, 7"0) is an arbitrary Hermitian operator. 
This follows because the second term on the right is 
the general solution of the homogeneous equation 
corresponding to (3.12a). To verify that (4.9) is indeed 
a particular solution of (3.12a) it is convenient to use 
(4.8) to obtain 

N ( ) [
T d 'G( ') oH(7J, T') , I' 'fj,T;To = - T T;'fj;T G(T ;'1;T) • 

• TO 0"11' 

Then 

oN,.('fj, T; TO) 

aT 

= _ oH(7J, T) -iT dT' .! 
0"11' TO aT 

{ ( ') oH('fj, T') , } x GT;7J;T 0'1j1' X G(T;'fj;T) , 

oH('fj, T) 
=-

O'fjl' 

+ !..[H('fj,T), _ [T dT'G(T;'fj;To)OH(7J,T') 
Ii . TO 0'11' 

(4.12) 

X G(T'; "I; 7")} 

OH('fj,T) i 
= - a + - [H('fj, T), N"(7J, T; TO)], (4.13) 

rl Ii 

by direct differentiation. 
One immediately objectionable feature of the most 

general solution (4.11) is that it appears to express 
NI'(7J, T) in terms of dynamical variables on an entire 
family of hyperplanes parallel to ('fj, T). Much of the 
discussion in Sec. 2 was based on the assumption that 
the generators on a hyperplane can be expressed in 
terms of basic dynamical variables defined on that 
hyperplane alone. This physical requirement restricts 
the general solution somewhat, and the restriction 
will be incorporated in Sec. 5. 

B. Definition of JI' 
Consider the 'fjl' derivative of (4.11). It is (in 

abbreviated notation) 

aN ,.(1) = iii 02G10 G + iii aGIO oG01 + aGIO N (0) G 
O'fj v 0"1 v 0'1j/J 01 0'1j1' 0'1j v O'fj v I' 01 

+ G oN,.{O) G + G N (0) OGOl (4.14) 
10 O'fjv 01 10 I' O'fjv' 
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But GOl = all. Hence 

oGOl _ oGIo
l 
__ G-l OGIO G-l = -G OGlO G 

or/" - or/ - 10 or/ 10 01 or/" 01 • 

(4.15) 

(4.16) 

From (3.12b), however, the left-hand side of (4.17) 
must be 

'Y},Ni1) - 'Y}"N,(1) + ~ [N,,(l), NvC1)] + E"',,,{JJ"'(l)'Y}{J 

_ iii { oG10 G _ OGlO G } 
- 'Y}, O'Y}" 01 'Y}" O'Y}' 01 

+ GlO{'Y},N iO) - 'Y}"N,(O) }G01 

i [. OGlO + - Iii -0 GOl + GloN ,,(O)GOl , 
Ii 'Y)" 

'r. OGlO ] 
1ft 0'Y}' GOl + GlON.(O)GOl 

+ E",,,,{JJ"'(1)'Yj{J. (4.18) 

The equating of the right-hand sides of (4.17) and 
(4.18) yields 

'Ii { o2GlO o2GlO oG10 OGlO} G 
I o'Y}'o'Y}" - o'Y}"o'Y}' - 'Y}, o'Y}" + 'Y}" O'Y}' 01 

= -G {ON,,(O) _ oN,(O) + N (0) - N (0) 
10 o'Y}' o'Y}" 'Y}", 'Y},,, 

- ~ [N,,(O), NvCO)]}GOl + E",,,,{JJ"'(l)'Y}P. (4.19) 

The left-hand side of (4.19) can be shown to vanish 

upon using the prescription 

o _). ).)[ 0 ] 
o'Y}" = (g" - 'Y),,'Y} o'Y}).' (4.20) 

where [olo'Y}).] indicates differentiating as though the 
'Y}). were independent variables. Thus 

02GlO 0 {( ). ).)[OGlOJ} 
o'Y}'o'Y}" = o'Y}' gil - 'Y},,'Y} o'Y}). 

( ) ).[OGlOJ ( ). ).)[OGlOJ = - g", - 'YJ,,'YJ. 'YJ o'Y}). - 'YJ" g. - 'YJ.'YJ o'Y}). 

+ ( p P)( ). ).)[ o2GIO ] 
g. - 'Y}.'YJ gil - 'Y},,'YJ o'Y}po'Y}). 

OGIO = -'YJ" o'Y}V + F"., (4.21) 

where F"v = F.", provided that 

[ 
o2GIO ] [ 02G10 ] -- = -- (4.22) 

o'Y}Po'Y}). o'Y}).o'Y}P , 

which shall be assumed. Substituting (4.21) into the 
left-hand side of (4.19) for both second derivatives 
yields, finally, 

{
ON,,(O) oN.(O) 

G10 ~ - 01j" + 'Y}"N.(O) - 'Y}.NiO) 

- ~ [NiO), N.(0)]}G01 = E".",pJ"'(1)'YJP' (4.23) 

This last equation yields J",(l) explicitly in terms of the 
G10 operator and the arbitrary N,,(O). 

C. Equations of Motion for J" 

A comparison of (3.21 b) for T = TO with (4.23) 
yields 

G10J,.(0)GOl = J,,(l), (4.24) 

and this is precisely the requirement that J,,(l) must 
satisfy in order for (3.11b) to hold. Therefore no 
constraint is placed on N,.(O) by (3.11 b). 

To investigate (3.lId), first solve (3.12b) for Jp. in 
the form 

J = -E {J - - - N~N{J 1')1 
{
oN'" i ~ } 

" "'" 1 O'Y}{J Ii '1 • 
(4.25) 

Upon substitution into (3.11d) this yields 

[N 
ON"'] 1 i [N N"'N{Jj 1 

E'",{JY '" 0'Y}{J 'Y} - -;, E,,,,{Jy '" 'YJ 

= i/i1') E {J - - !.. N"'N{J 1')Y {
oN"" } 

"IV "'" Y o'Y}{J Ii '1 

+ iliE {02N'" _ i(ON'" N{J + N'" ON{J)} {J 
.",{Jy 0 0 r. 0" 0" 'Y}. 'Y}" 'Y}{J ft 'YJ 'Y} 

(4.26) 
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I have not been able to determine the detailed 
nature of this constraint on Np • It is possible to show, 
however, that it does not constrain H or the relation 
between H and the (hitherto) arbitrary Np(O) in any 
way. To see th~, substitute (4.11) and (4.24) into 
(3.11d) to obtain 

[iii O~:O G01 + GloN ,.(O)G01 , G101.(0)G01J 

= ili{fJ.GlOJ,.(O)GOl + o!p (G10J.(0)G01)}' 

= ili{fJ.G10Jp(0)GOl + O~~ G01G101.(0)GOl 

+ 10 -- 01 - 10. () G01 - G01 . G oJ.(O)G G J () oG10 } 
OfJP OfJP 

(4.27) 

Hence (3.11d) is identical to 

G10[N ,.(0), J .(0)]G01 = G10ili{fJ.J ,.(0) + OJ.(0)}G01 ' 
OfJP 

and, consequently, equivalent to 

where 

[Np(O), J.(O)] = ili{fJ.J"(O) + OJ.(O)}, (4.28) 
OfJP 

J.(O) = -E'<Zfl1{0~:0) - ~ N<Z(O)NfI(O)}. (4.29) 

Thus (4.26) is equivalent to the corresponding equa­
tion obtained by replacing N by N(O) everywhere. 

D. Kp and the Role of oH/orl 
Equations (3.10a, b) and (3.lla, c) do not enable 

one to get much of a hold on Kp . All that is determined 
by these equations is that Kp is a translationally 
invariant (3. lOa), hyperplane four-vector (3.10b, 
3.1lc), not explicitly dependent on T (3.1la). I do not, 
at present, know whether or not it is possible to 
express Kp in terms of Hand N,.{O) alone in the 
presence of interactions. In the limit of zero inter­
action, however, the matter is easily resolved. 

Let A~2)(fJ, T) be an arbitrary dynamical variable 
belonging to the subsystem (2) of Sec. 2, the physical 
system of interest. Let the transformation properties 
of this dynamical variable under arbitrary infinitesimal 
translations tJap be described by1 

A~(2)(fJ, T') = A~2)(fJ, T) + T~2)(fJ, T)tJa, (4.30) 

where the primes here refer to transformed variables. 
This relation determines the commutator of A~2) with 
H T , the total hyperplane Hamiltonian, and hence 
with the partial hyperplane Hamiltonian H == H(2) + V 
as 

(4.31) 

Taking the derivative of both sides with respect to 
fJP yields 

[oH/ofJP, A~2)] + [H, OA~2)/OfJP] 

But from (4.30) 

OA~(2)(fJ, T') = OA~2)(fJ, T) + OT~2)y(fJ, T) ~a 
O1JP O1JP 0fJP " (4.33) 

so that 

[ 
OA~2)J . {OT~2)Y 02A~2)} H - - Iii --'Yl --- (434) T, O1JP - O1JP .,. OTO¢' . 

Hence, if the order of differentiation is immaterial for 
the second-order derivatives on the right-hand sides 
of (4.32) and (4.34), (and in a closed system this is 
demanded for consistency) then (4.32) becomes 

[oH/ofJP, A~2)] 

= ili(gp. - fJpfJ.)T~2)' - [H(1), OA~2)/OfJP]. (4.35) 

The commutator involving H(l) cannot be set equal to 
zero so long as there is cpupling between the sub­
systems. The hyperplane derivatives of quantities 
expressed entirely in terms of the basic dynamical 
variables of one subsystem acquire contributions from 
the other subsystems interacting with the first. 
Nevertheless, when the interaction does vanish, the 
commutator with H(l) disappears from (4.35) and 

[oH/01JP, A~2)] = ili(gp. - fJpfJ.)T~2)' (4.36) 

results. But, with or without interaction, Kp must 
satisfy 

[Kp, A~2)] = ili(gp. -fJpfJ.)T~2)Y, (4.37) 
and hence 

oH/OfJP -- Kp (4.38) 

as the interaction between the systems is turned off.13 

5. FIELDLIKE EXPRESSIONS FOR THE 
GENERATORS OF CLOSED SYSTEMS 

Let {Ikp , ex.(1j, T»} be a complete orthonormal set 
of basis vectors such that 

Kp(fJ)T Ikp, cx.(fJ, T» = kp Ikp; cx.{fJ, T», (5.l) 

where Kp{fJ)p is the total hyperplane momentum 
operator, and where ex. denotes the eigenvalues of a 
set of other observables which, along with K,.(fJ)P, 
form a complete commuting set on the hyperplane 

11 It may occur to the reader that oHIOrJ" + oN"loT = Kp is the 
appropriate generalization of the zero-interaction result. Alas, no I 
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(7j, T). Then 

(k~; rx'(7j, T)I H(7j, T) Ik,,; rx(7j, T» 

== (21T1i)3c5~(k' - k)(k,,; rx'(7j, T)I h(7j, T) 1 kl'; rx(7j, T» 
(5.2) 

defines the operator h(7j, T) on the hyperplane 
momentum shell, where c5~(k' - k) satisfies 

fJ(7jk' - 7jk)b~(k' - k) = fJ4(k' - k). (5.3) 

Defining Je(x; 7j) bt4 

Je(x; 7j) == e-illiK"(~)TX"h(7j, 7jx)eilliK,,(~)pXl' (5.4) 
yields 

(k~; rx'(7j, T)I H(7j, T) Ik,,; rx(7j, T» 

== (k~; rx'(7j, T)lf d4xfJ(7jx - T)Je(X; 7j) Ikl'; rx(7j, T» 

(5.5) 
or 

(5.6) 

since the eigenvectors form a complete basis, and 

f d4xfJ(7jx - T)e(i/li)(kl'-kl")1J)1' = (21T1i)3fJ~(k' - k), 

(5.7) 
for tjk = 7jk' = O. 

The foregoing construction of the fieldlike expres­
sion (5.6) is, in perhaps slightly modified form, 
familiar to many.s It has been reproduced here to 
emphasize the independence of expressions like (5.6) 
and the assumptions that are generally regarded as 
comprising a bona fide field theory of relativistic 
quantum physics. For the remainder of this section, 
expressions similar to (5.6) are sought for the re­
maining hyperplane generators, and Je(x; 7j) is seen 
to play a fundamental role in these expressions. 
Nevertheless, a field theory of quantum phenomena 
is not implied by these considerations (at least not the 
usual kind of field theory),15 although the results 
certainly sit well in a field-theoretic context. 

A. Generator N,,('Y/, T) 

Substituting (5.6) into (4.12) yields 

NI'(7j,T;TO) 

= - 1: dT'G(T; 7j; T') f d4x 

X {fJ'(7jX - T')(X" - 7j,,7jx)Je(x; 7j) 

+ fJ(7jx - T') aJe(x; 7j)}G(T'; 7j; T) 
a'Y}" 

14 h('Y/, T) is deliberately left unspecified off the hyperplane 
momentum shell, since none of the subsequent results depend on 
such a specification. 

16 The present author is, at the time of writing, uncertain as to the 
exact relationship between the formalism recently proposed by J. 
Schwinger, Phys. Rev. 152, 1219 (1966) and the results obtained 
here. 

But 

= L dT'G(T;7j;T') f d4x 

X {1.- fJ(7jX - T')(X" - 7j,,7jx)Je(x; 7j)} 
aT' 

x G(T'; 7j; T) 

JT, , f 4 .Il( ') aJe( x; 'Y}) - dTG(T;7j;T) dXU7jX-T a I' 
~ 7j 

X G(T';7j;T). (5.8) 

1: G(T; 7j; T') f d
4
x {a~' fJ(7jX - T')(X" - 7j,,7jx)Je(x; 7j)} 

x G(T'; 7j; T) 

=IT dT' ~ {G(T; 7j; T')fd4XfJ(7jX - T')(X" - 7j1'7jX) 
TO aT 

x Je(x; 7j)G(T'; 7j; T)} 

- £ IT dT'G(T; 7j; T')fd4XfJ(7jX - T')(X" - 7j1'7jX) 
Ii TO 

x [Je(x; 7j), H(7j, T')]G(T'; 7j; T), 

= f d4xfJ(7jX - T)(X" - 7j1'7jx)Je(x; 7j) - G(T; 7j; TO) 

x f d4xfJ(7jX - TO)(XI' - 'YJ1''YJx)Je(x; 'YJ)G(TO; 'YJ; T) 

- £ IT dT'G(T; 'YJ; T')fd4XfJ(7jX - T')(X" - 'YJI''YJX 
Ii TO 

x [Je(x; 7j), H('YJ, T')] x G(T'; 'YJ; T). (5.9) 

At this point in the calculation it is judicious to 
turn off the coupling between the physical system of 
interest and the subsystem H(l). Since the relevant 
expressions of the previous sections hold for arbitrary 
nonvanishing coupling, it will be assumed that they 
hold in the limit of no coupling. The interaction­
augmented generators then become the generators 
of a closed system, and since Je(x; 'YJ) is invariant 
under translations (passive), it follows that 

Hence 
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and 
o 

G(T; 'YJ; T') an" Je(X; 'YJ)G(T'; 'YJ; T) 

= o~" Je(X + 'YJ(T - T'); 'YJ) - (T - T') 

X {~ - 'YJ"'YJ~}Je(X + 'YJ(T - T');'YJ). (5.12) 
ox" ox 

We substitute (5.10), and then (5.11), into (5.9), and 
(5.12) into the last term of (5.8) and note that, for 
any:F, 

f d4X~('YJX - T')(X" - 'YJ,,'YJx):F(x + 'YJ(T - T'); 'YJ) 

== f d4X~('YJX - T)(X" - 'YJ,,'YJx):F(x; 'YJ). (5.13) 

This yields, finally, upon discarding surface terms, 

N i'YJ, T; TO) = f d4X~('YJX - T>{<X,. - 'YJ,,'YJx)Je(x; 'YJ) 

+ (T - TO)(X" - 'YJ,,'YJxm :x Je(x; 'YJ) - o~" Je(x; 'YJ»)} 

- G(T; 'YJ; TO) f d4X~('YJX - TO)(X" - 'YJ,.'YJx ) 

x Je(x; 'YJ)G(TO; 'YJ; T). (5.14) 

The general solution for N,,('YJ) now appears as16 

Ni'YJ) = Ni'YJ,T;TO) + G(T;'YJ;TO)Ni'YJ,TO)G(To;'YJ;T), 

= f d4X~('YJX - T){(X" - 'YJ,,'YJx)Je(x;'YJ) + (T - TO) 

X (x" - 'YJ,,'YJx)'YJ :x Je(x; 'YJ) - o~" Je(x; 'YJ»)} 

+ G(T; 'YJ; To){Ni'YJ, TO) 

-f d4X~('YJX - TO)(X,. - 'YJ,,'YJx)Je(x; 'YJ)} 

(5.15) 

With this expression we can answer the objection 
raised just after Eq. (4.13) concerning the expres­
sion of N;('YJ, T) in terms of dynamical variables 
defined on the hyperplane ('YJ, T) alone. Clearly such 
a form is possible for N,,('YJ ) if and only if 

Ni'1), TO) = f ~x~('1)X - TO)(X" - 'YJ,,'1)x)Je(x; '1). 

(5.16) 

This latter expression must then be tested for con­
sistency in (4.26). One notes that since the hyperplane 

11 The T dependence of N ,,(Tj) is absent because the interaction has 
been turned off. The TO dependence of N,,(Tj. TO) is retained since 
Np(Tj. TO) can be chosen arbitrarily in this approach. In particular. 
the "causal" choice (5.16) is TO dependent. 

parameter T does not appear explicitly anywhere in 
(4.26), (5.16) may not satisfy (4.26) for any TO :;f:. 0 
(see note added in proof). This possibility will be 
anticipated in the final form for Ni'1): 

Ni'1) =f d4X~('1)X - T>{<X" - '1),,'1)x)Je(x; 'YJ) 

+ T(X" - '1),,'YJxm~Je(x;'1) _1... Je(X;'1))}. (5.17) 
ox o'YJ" 

The demand that the generators be expressible in 
terms of dynamical variables on one hyperplane may, 
in the fashion of the times, be called the principle of 
maximal causality. 

B. Generator J,,(Tj) 

The expression (4.25) is nonlinear in N". It can 
easily be replaced by a linear expression for the special 
case of a closed system. The point is that for a closed 
system the analog of (2.6e) 

[N", N v] = -ili€"vlZpJIZ'1)P (5.18) 

must hold, and, upon substitution into (3.12b), yields 

-E"vlZpJIZ'YJP = HoNv/o'YJ" - oN,./o'YJv + 'YJvN" - 'YJ,.Ny} 
(5.19) 

or 
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and 

(5.23) 

have been used. 

C. Generator KiTJ) 

The relation (4.38) yields immediately 

KIl(r;) = I tfx{ b'(r;x - 'T)(X/I - r;1lr;x)Je(x; r;) 

.1:( ) oJe(x; r;)} + u r;x - 'T -"--'-"!':' 
or;1l 

= I d'xb(r;x - 'T) 

{
oJe(X; r;) a} x - (x" - r;"rJx)r; - Je(x; r;) . 

OrJll ox 
(5.24) 

Comparing (5.24) with (5.17), one obtains the familiar­
looking result 

N irJ) = I d'xb(r;x - 'T)(X" - rJ"rJx)Je(x; r;) - 'TK,,(r;). 

(5.25) 
Similarly, if one defines 

j(x; r;) == rJ'! Je(x; r;) + {~ - rJ r;~}.! oJe(x; r;) 
ox ox/L" ax 2 or;" 

and 
(5.26) 

. _ 1 oJe(x; r;) . 
J\,/L(X' rJ) = :2 or;" - (x" - rJ"r;x)J(x; r;), (5.27) 

then, after integration by parts, 

(5.28) 

and 

J/L(r;) = - Id4Xt'3(r;X - 'T)€W1PyX"J\,fJ(x;r;)r;Y. (5.29) 

Again, these are familiar-looking results. 

D. Constraint on N/L 

The relation (5.16) must be tested for consistency 
with (4.26). For a closed system, however, (4.26) is a 
direct consequence of the much simpler relation 

which must also hold. This, in turn, must be consistent 
with the hyperplane equation olmotion (see note added 
in proof) 

[N ir;), Je(x; r;)] 

= ili{oJe~~; r;) - (x/L - rJ/LrJx)rJ ~ Je(x; rJ)}, (5.31) 

which is a direct consequence ofthe scalar transforma­
tion properties of the hyperplane Hamiltonian density. 
From (5.16) applied to (5.31), we get 

[N ir;), N.(r;)] 

= [N"(r;), I d4xb(rJx - 'To)(Xv - r;vrJx)Je(x; r;) ] 

= iliId4Xb(rJX - 'To){oJe(X; r;) (xv - rJvrJ X) 
OrJll 

- (xv - r;vrJX)(X/L - r;/LrJX)rJ :X Je(x; r;)}, (5.32) 

Applying (5.16) to (5.30) yields 

[N/L(r;), NvCr;)] 

= iii I d4x{ t'3(f}X - 'To)rJV(X/L - rJ/LrJx)Je(x; 1]) 

+ b'(rJx - 'To)(X" - r;"r;x)(xv - rJv1]x)Je(x; rJ) 

- b(1]X - 'To)(g"v - 1]"rJv)r;xJe(x; r;) 

- b('1x - 'To)'1v(X" - '1,,'1x)Je(x; '1) 

+ b('YJx - 'To)(Xv - r;vrJX) oJe(x; '1)} 
O'1/L 

= ilifd4xt'3('1X - 'To){(X v - r;vr;x) oJe(x; 'YJ) 
or;" 

- (X/L - r;,,'YJX)(Xv - r;vr;X)1] ~ Je(x; rJ)} 
ax 

- 'To(g/LV - 1]/Lr;v)H(rJ). (5.33) 

Clearly (5.32) and (5.33) are consistent if and only if 
'To = 0, as was suspected earlier. 

6. SUMMARY 

The principal results may be conveniently and 
briefly summarized as follows. For a closed system the 
hyperplane generators K" and J/L are related to Hand 
Nil' respectively, via the equations 

(6.1) 

and (5.20). If the system is allowed to interact in an 
arbitrary way with some other arbitrary system, 
then (3.12a) holds for the system generators augmented 
by the interaction terms and has (4.11) as its most 
general solution. In the limit of zero interaction 
between the systems, the general solution can be 
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written as (5.15) in terms ofa hyperplane Hamiltonian 
density Je(x; 1]), and the particular solution (5.17) is 
the only one satisfying maximal causality and con­
sistent with (5.30,31), both of which are demanded 
for a closed system. With the expressions (5.6) and 
(5.17) then, for Hand Np. in terms of the hyperplane 
Hamiltonian density, one can use (6.1) and (5.20) to 
express Kp. and Jp. in terms of the hyperplane Hamil­
tonian density. Thus, independently of a Lagrangian 
or field-theoretic approach, the hyperplane Hamil­
tonian density achieves a fundamental status, at 
least with respect to the Poincare generators. The 
final expressions of the generators are given here for 
convenience: 

H(1) = f d4xb(1]x - r)Je(x; 1), (6.2a) 

Kp.(1) = f d4X~(1]X - r) 

X {oJe~~: 1) - (Xp. -1]",1]x)1) ~ Je(x; 1])}, (6.2b) 

Ni1) = f d1xb(1]x - T){(Xp. -1)",1)x)Je(x;1])} - TKi'YJ), 

(6.2c) 

Ji1) = i Ep.rzpy f d'x/J(1)X - T)XP oJe~: 1) 1)Y. (6.2d) 

It should be noticed that these latter expressions 
are not in terms of dynamical variables with fixed 
equal-hyperplane commutators-the single exception 
being H(1) if Je(x; 'YJ) is expressed in terms of such 
variables. Thus the hyperplane derivatives of Je(x; 1) 
appearing in Np. , K"" and J", involve the corresponding 
derivatives of the basic dynamical variables, and these 
derivatives possess interaction-dependent equal-hyper­
plane commutators among themselves and with 
undifferentiated dynamical variables. Of course, once 
the basic dynamical variables have been chosen and 
their transformation properties determined, the 
specification of Je(x; 1) enables one to replace the 
hyperplane derivatives by functions of the basic 
dynamical variables. Only after this is done, however, 
do K", and J", assume a form independent of the 
presence or nature of interactions within the system. 

It is instructive to compare the results (6.2) with 
the corresponding relations that follow from Lagran­
gian field theory. Denoting the conventional sym­
metric stress-energy-momentum tensor density by 

0/l'(x), one recalls 

Hence, since 

Pp. =f d4X~(1)X - T)()",v(X)1)Y. (6.3) 

H(1) = 1)p.p" = f d4xb(1)x - T)1)/l()p.v(x)'YJv, (6.4) 

it follows that one can choose 

Je(X; 1) = 1)P.O/llx}'YJv. (6.5) 

Now with this choice we have 

oJe~~: 1) = ()/lv(x}'YJv - 'YJ/l'YJ).O).v(x)'YJv 

+ 1)).()).ix) - 1)).O).y(x}'YJY1)", 

and 
= 2{g; - 1)/l1)).}()).v(x}'YJv (6.6) 

Ki1) = P/l - 'YJ/lH('YJ} 

= f d4xb(1)x - T}{O/l.(X}r/ - 1)",1)).O)..(x}1)V} 

=fd4Xb(1]X - T) ~ oJe(x; 1) • (6.7) 
2 ort 

This last result does not look much like (6.2b). But 
if (5.28), which is equivalent to (6.2b), is considered, 
it is seen that (6.7) would follow from 

j(x; 1) = O. 
But 

j(x; 1) == 'YJ'! {1)/lO/lv(x)1)V} 
ox 

(6.8) 

for a closed system. In a similar manner the expressions 
(6.2c, d), which should now be almost obvious, can 
be derived. 

Note Added in Proof: Equation (5.31) is in error. 
One should add to the right side the term, 

ili'YJx[olox/l - 'YJ"{'YJolox)]H(x; 'YJ). 

This would yield an extra term on the right side of 
(5.32) making (5.32) consistent with (5.33) for all TO' 

Thus the discussion between (5.16) and (5.17) is 
misleading and (5.17) is slightly restrictive. 
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In the phase integral WKB method, a solution u,(z) of a second-order linear differential equation is 
represented in terms of its logarithmic derivative iy(z) which satisfies a simple nonlinear first-order 
equation. This representation does not in general lead directly to an independent second solution of 
the original equation. However, if y(z) is expressed in the form q(z) + iq'(z)/2q(z), where q(z) satisfies 
a nonlinear second-order equation, then q(z) can be used to determine a second solution to the original 
equation. These two solutions remain linearly independent throughout their domain of definition. It is 
shown that q(z) is given by the sum of alternate terms in the well-known asymptotic expansion of y(z}. 
Any two linearly independent solutions of the original equation, normalized so that the Wronskian is 
-2i, give q(z) in the form (U,U2)-" 

The phase integral WKB method l is concerned 
with differential equations of the form 

(1) 

where Q2 is a function of z. Zeros of Q2 are referred 
to as transition points, corresponding to classical 
turning points in a one-dimensional Schrodinger 
equation. 

A solution ul(z) of Eq. (1) can be expressed in 
terms of its logarithmic derivative iy(z) in the form l 

Two linearly independent solutions of Eq. (1) are 
then 

ub) = q(z)-t exp i J" qW d~, 

u2(z) = q(z)-t exp -iJ"qW d~. 

The Wronskian for these functions is 

(6a) 

(6b) 

(7) 

Ul(z) = exp [iJ"yW d~ J 
where y(z) satisfies the equation 

so that they are linearly independent throughout their 
(2) domain of definition. The function q(z) must satisfy 

the equation 

iy' = y2 _ Q2. (3) 

In order to match given boundary conditions, it is 
necessary to find a second solution to Eq. (1) that is 
linearly independent of ul(z). An obvious choice, if 
Q2 is real on the real axis, is the complex conjugate 
of UI, but this is a solution of Eq. (1) only on the real 
axis and is not always independent of U1 • Reversing 
the sign of i in Eq. (2) does not in general give a 
solution of Eq. (1). 

Another approach to Eq. (1) is to find a function 
q(z) such that the transformation of variablesl 

u(z) = q-tc/>, (4a) 

w(z) = J"qW d~, (4b) 

converts Eq. (1) into the form 

d2c/> 
dw2 + c/> = o. (5) 

'N. Froman and P. O. Froman, JWKB Approximation, Contri­
butions to the Theory (North-Holland Publishing Co., Amsterdam, 
1965); J. Heading, An Introduction to Phase-Integral Methods 
(John Wiley & Sons, Inc., New York, 1962). The extensive literature 
on this subject is reviewed in these two references. 

(8) 

If Eqs. (2) and (6a) are compared, it is clear that 
the functions y and q must be related by 

y(z) = q(z) + iq'(z)/2q(z), (9) 
or 

iq' = 2q(y - q). (10) 

The two first-order equations, Eqs. (3) and (10), 
together imply Eq. (8). 

It follows from Eqs. (6) and (9) that 

ub) = exp iJ"(yW - 2qW) d~ (11) 

is a solution of Eq. (1), linearly independent of ul(z), 
given by Eq. (2), throughout the domain of definition 
of q(z). 

If Q2 in Eq. (1) is replaced by A2Q2, where A is a 
large real parameter, then Eq. (3) leads to a well­
known asymptotic expansion of y in decreasing 
powers of A, 

00 

y(z) = ! YnA-n, (12) 
n=-l 

205 
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where 

Y-I = ±Q, (13a) 

n+l 

iy~ = ! YvYn-v, n = -1,0,1, .. '. (13b) 
v=-l 

It foIIows immediately from Eq. (10) that q(z) is 
given by the terms of odd index in Eq. (12), 

(14) 

This can be seen by writing Eq. (12) as separate sums 
of odd and even terms, 

Y = Yodd + Yeven' (15) 

Then since A2Q2 is even, the even part of Eq. (3) is 

iY~ven = Y~ven + Y~dd - A2Q2, (16) 

and the odd part is 

i Y~dd = 2 Yodd Yeven. (17) 

If q(z) is set equal to Yodd this equation is identical 

to Eq. (10). Equation (14) gives an asymptotic expan­
sion of q(z) about transition points of Eq. (1). 

If UI and U2 are any two independent solutions of 
Eq. (1), normalized so that the Wronskian is -2i, as 
in Eq. (7), then Eqs. (6) imply that 

(18) 

This result can be checked by substitution in Eq. (8), 
using Eqs. (1) and (7). Since the Wronskian is invari­
ant under unimodular linear transformations of the 
functions UI and U2, a more general solution of Eq. 
(8) is given by 

q(z) = [Caul + bUJ(eUI + dU2)]-1, (19) 

where the constant coefficients a, b, e, d satisfy 

ad - be = 1. (20) 

Let Zo be a transition point of Eq. (1). Because of 
the so-caIIed Stokes phenomenon, I the asymptotic 
series of Eq. (14), for different values of arg (z - zo), 
can represent functions q(z) that correspond to 
different unimodular transformations in Eq. (19). 
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The unitary representations of the affine group, or the group of linear transformations without 
reflections on the real line, have been found previously by Gel'fand and Naimark. The present paper gives 
an alternate proof, and presents several properties of the representations which will be used in a later 
application of this group to continuous representations of Hilbert space. The development follows 
closely that used by von Neumann to prove the uniqueness of the SchrOdinger operators. 

1. INTRODUCTION 

In several previous papers a theory of continuous 
representations of Hilbert space has been developed. I 
Central to this theory is the concept of an over­
complete family of states (OFS). For mechanical 
systems whose dynamics can be described by two 

* Present Address: Department of Physics, Syracuse University, 
Syracuse, N.Y. 

1 J. R. Klauder, J. Math. Phys. 4, lOSS (1963); 5,177 (1964). 

canonical variables p, q, the OFS takes on the form 

{<I>[p, q]} = {U[P, q]<I>o}, 

where <1>0 is a suitable unit vector in Hilbert space, 
and U[p, q] is a two-parameter family of unitary 
operators. This family and its parametrization are 
chosen so as to be consonant with the dynamics of 
the system under consideration; e.g., the parameters 
p, q are interpreted as the classical dynamical variables. 
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It is our aim to utilize the continuous-representation 
theory for unusual classical systems, as for instance 
systems whose dynamical variables are constrained 
in one or another way so as, e.g., to lie on the surface 
of a sphere, or in a half-plane, say p > O. 

The gravitational theory is known to be of this 
particular kind since the metric-tensor variables must 
of necessity satisfy certain positivity requirements. 
This suggests the study of systems in which the param­
eters or dynamical variables are constrained to be 
positive. Consequently we look for a suitable group to 
define our OFS. Of particular interest is what may be 
called the affine group, the group of linear transforma­
tions without reflections on the real line: x -+ p-1x - q, 
a two-parameter, non-Abelian group which we 
contend embodies many of the features sought for in 
an ultimate quantization of the gravitational field. 

The unitary representations of the affine group have 
been previously found by Gel'fand and Naimark.2 In 
the present paper we give a different treatment of the 
problem, one which follows closely the classical 
treatment given by von Neumann3 for the canonical 
group, and which exposes the properties of the group 
in the same mathematical language as we use In 

applying the group to dynamical problems. 

2. PROPERTIES OF THE AFFINE GROUP 

In our particular parametrization the elements of 
the two-parameter Lie group are given by 

U[p, q] = e-iqP ei In pB, (1) 

where - 00 < q < 00,0 < p < 00, and P, B are self­
adjoint operators on the abstract Hilbert space .re. 
Their commutation relation, which determines the 
Lie algebra, is given by 

[P, B] = -iP. (2) 

The elements of the group can conveniently be written 
as 

U[p,q] = V[q]W[p], 
where 

V[q] = e-iqP; W[p] = eilnp~ 

From the commutation relation (2) we can deduce 

eisBpe-isB = e-s P. 

This, together with the operator identity 

eBePe-B = exp (eBpe-B), 

allows us to write down the group multiplication law 

U[r, slUrp, q] = U[rp, s + rlq]. (3) 

2 I. M. Gel'fand and M. A. Naimark, Dok!. Akad. Nauk SSSR, 
55,570 (1947). 

• J. von Neumann, Math. Ann. 104, 570 (1931). 

The commutation relation (2) can also be re-expressed 
in terms of the operators V[q] and W[pf as 

V[q]W(p] = W(p]V(pq]. (4) 

We now want to find the representations of this 
group, that is, a correspondence between the operators 
U[p, q] and a two-parameter group of linear, unitary 
transformations on a separable Hilbert space. This 
space :1t may be realized as the space of all functions 
f(k) such that 

L:lf(kW dk < 00 

or in other words the linear space V on the whole 
real line. The operators on this space are again 
denoted by U[p, q]. 

Following von Neumann,3 we seek an integral 
operator of the form 

E = II b(p, q)U[p, q] dp dq, (5) 

with the following properties: 

Et = E; E2 = E, (6) 

i.e., E is a projection operator. The domain of 
integration in Eq. (5) is - 00 < q < 00 and 0 < p < 
00. We say that b(p, q) is the kernel of the operator E, 
and we assume that b(p, q) is square integrable, which 
is sufficient for E to be defined on all of :1t. 

Note here the close connection with the work of 
Peter and Weyl4; U[p, q] is the Weyl canonical form, 
and E is analogous to the "group numbers" used by 
them. 

3. PROPERTIES OF THE PROJECTION 
OPERATOR E 

We now calculate several properties of the operator 
E which are consequences of the group property. 

(a) Let 

Then 

E = II b(p, q)U[p, q] dp dq. 

U[r, s]E = If b(p, q)U[r, slUrp, q] dp dq 

= II b(p, q)U[rp, s + r-1q] dp dq. 

With a change of variables we find that 

U[r, s]E = II b(pr-\ r(q - s»)U[p, q] dp dq, (7) 

so the kernel of U[r, s]E is b(prl, r(q - s»). 

• F. Peter and H. Weyl, Math. Ann. 96, 737 (1926). 
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In the same way we find 

EU[r, s) = II r-1b(pr-1, q - Sp-l)U[p, qJ dpdq. (8) 

(b) Let El have the kernel bl(p, q) and E2 the 
kernel b2(p, q). Then the kernel of E1E2 is, from (7), 

II bl(r, s)b2(pr-l, r(q - s» dr ds. (9) 

(c) We now consider 

where 

Et = If b*(p, q)Ut[p, qJ dp dq, 

Ut[p, qJ = e-tln1JBeiaP = W[p-l]V[_q], 

= V[-pq]W[p-l], 

= U[p-l, -qp), (10) 

as foI1ows from Eq. (4). 
After relabeling, we find 

Et = II p:-lb*(p-l, -pq)U[p, q] dp dq, 

and as a general requirement on b(p, q) for E to be 
Hermitian we obtain 

p-1b*(p-l, -pq) = b(p, q). (11) 

(d) The kernel of EE follows from (9), and to 
satisfy EE = E we require 

If b(r, s)b(pr-t, reg - s» dr ds = b(p, q). (12) 

We want to consider the integration over s in Eq. 
(12), and for simplicity we assume that b(r, s) is a 
rational function. Let us extend s to a complex variable 
z, and introduce the notation b(r, s) = b(r, z) = b(z), 
with r as an implicit parameter, b(prt, r(q - s» = 
b(prl, r(q - z» = b'(z) with r, p, q as implicit 
parameters. 

We further assume that b(z)b'(z) - 0 as Izl- 00 

such that the integral along a semicircle in the upper 
or lower complex z plane goes to zero as the radius of 
the circle goes to infinity. There is no essential loss of 
generality in these assumptions since, as is quite 
evident, there exists a set of such functions which is 
dense in £2. 

The fact that Eq. (12) holds assures us that the 
integral exists for all values of r, p, q; in particular the 
poles in the z plane never lie on the real axis. Let 
z = zo{r) be a pole for b(z), then z = q - r1zo(prl) 
is a pole for b' (z); thus, there is a one-to-one corre­
spondence between the poles of b(z) and h'(z). Since 
p, r> 0, such "corresponding" poles lie on opposite 
sides of the real axis. 

Furthermore, we assert that the residues at two 
corresponding poles are of opposite sign and equal 
magnitude. Assume that b(z) has n poles, and that the 
assertion is true for n - 1 of the distinct poles, in the 
sense of a partial-fraction expansion. The value of 
the integral 

f}(Z)b'(Z) dz 

is the same whether we close the integration path C in 
the upper or lower half-plane, thus the sum of the 
residues in the upper half-plane, !f=1 Rf, is equal to 
the negative sum of the residues in the lower half 
plane, - Zf=1 Rf. But by assumption 

n-l n-l 

zR;+R~=-!R:-R~ ;=1 ;=1 
implies R~ = - R~. The assertion is obviously true 
for n = 1, thus for all n. 

Let E+ be an arbitrary operator with kernel 
b+(p, q). Then there exists a unique associated 
operator E_ with kernel b_(p, q) == b+(p, -q), such 
that E+E_ = 0, i.e., the two operators are orthogonal. 
This follows from the preceding conclusion about the 
residues, since the kernel of E+E_ will have its 
corresponding poles in the same half-plane, so that 
the integration over s in (9) already gives zero. In 
particular this is true when E+ and E_ are projection 
operators, so that the corresponding subspaces are 
orthogonal. 

(e) We now calculate the kernel of the operator 
E±U[I, m]E±. Since 

U[l, m]E± = fI b±(pl-l, l(q - m»U[p, q] dp dq, 

E±U[l, m]E± = fIII b±(r, s)U[r, s] 

X b±(pl-t, l(q - m»U[p, q) dr ds dp dq. 

After using Eq. (7) and making a change of variables, 
we get for the kernel of E±U[/, m]E± 

If b±(r, S)b±(~, l(r(q - s) - m») dr ds. (13) 

Adopting the notation of (d), we can write the 
integral over s as 

f b±(z)b~(z) dz. 

If z = zo(r) is a pole for b±(z), then 

z = q - mr-1 
- (rl)-lzo(~) 

is the corresponding pole for b,±(z), and again we see 
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that, since p, r, I> 0, the corresponding poles lie on 
opposite sides of the real axis. Thus the discussion 
given in (d) holds for this case also, and we immedi­
ately get the additional result that 

E±U[I, m]E'f = O. (14) 

4. A SPECIFIC KERNEL 

In order to proceed further, and also as an illustra­
tion of the foregoing arguments, we introduce a 
specific function for b±(p, q). From the general theory 
of continuous representations, which will be detailed 
in a subsequent paper, we find that a projection 
operator will have the form 

If t dpdq I V'>(V' I = (V', PUo[p, q]V')U[p, q] h . 

Choosing cp = 2k1e-k for k > 0 and cp = 0 for 
k < 0, where cp is the element of :R, corresponding to 
V', and using the representation of Gel'fand and 
Naimark2 for Uo , we get for the kernel 

b±(p, q) = 4100 

ke-ke±iQkp- 2ke-k1J -1 dk 

= 8p-2(1 + p-l T iq)-3, (15) 

which is of the rational type assumed. It should be 
noted that using one particular representation as a 
guide to finding a suitable kernel does not impair the 
generality of our argument, since the representation of 
U[p, q] in E± is left completely open. 

(a) Using Eq. (9), E±E± has the kernel 

64ffr-2(1 + r-1 T is)--3 

2 • 3 dr ds 
X p- (1 + rp-l T zr(q - s»- --

217 

where 
a == i(1 + r-1), c± == q ± i(r-l + rl). 

After the integration over s the kernel is 

584P- 21OO 

r-3(r-1 + d±)-S dr, 

where 
d± == t(1 + rl ± iq), 

and integrating over r gives 8p-2(l + p-l T iq)-3. In 
summary, we note that 

E± = 8 ff p-2(1 + p-l T )q)-3U[p, q] d~:q . 

Furthermore, E+ and E_ are Hermitian, and E±E'f = 0, 
since the integration over s gives zero, as expected. 

(b) Using Eq. (13), the kernel of E±U[l, m]E± is 
given by 

where 
u = i(l + rl), 

v± = q - mr1 ± i«lr)-1 + p-l). 

The result of the integration over s is 

384ip-2[-I(m T i(1 + [-I»-S1OO 

r 3(r-1 + h±)-s dr, 

where 

h± = q ± i(1 + p-l) . 
-m ± i(l + [-1) 

The integrand has a pole at r = - (h±)-I, but this pole 
never lies on the positive real axis, as is seen from the 
following calculation: 

(h±)-1 = [-m ± j(l + [-I)][q T i(l + p-l)] . 
q2 + (1 + p-l)2 

For the pole to lie on the real axis, 1m (h±)-1 = 0, or 

But then 

Re (h±)-1 

q(1 + [-1) = -m(l + p-l), 

1 + p-l 
q- -m 

1 + [-1 

m\l + p-l)(l + [-1)-1 + (1 + [-1)(1 + p-l) 
= >Q 

q2 + (1 + p-l)2 

Thus, the pole can never lie on the positive real axis, 
and the integral exists for all p, q, I, and m. 

The result of the integration over r is 

-32r2/-1[m T i(1 + 1-1)]-2(1 + rl T iq)-3. 

With E±U[l, m]E± = C±(l, m)E±, we get 

(16) 

Since U[I, 0] = I, we must obtain C±(1, 0) = I, 
which is evidently satisfied by Eq. (16). 

5. THE INVARIANT SUBSPACES OF !R, 

Consider the solutions to the equation EJ = f, 
f E:R,. Since E± is bounded as a projection operator, 
the solutions form a closed linear subspace of :R" 
denoted by .M,±. The subspace orthogonal to .M,± is 
.N' ±, defined by E±JJ = 0 for each g E .N' ±. 
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If J, g E .A(,±, then 

(U[cx, (3J!, U[y, <5]g) = (U[cx, (3]EJ, U[y, <5]E4) 

= (EJ, ut[cx, (3]U[y, <5]E4) 

= (I, E±U[ycx-1 , -cx{3 + cx<5]E4) 

= C±(ycx-t, -cx{3 + cx<5)(f,g), (17) 

where we have used Eqs. (9) and (16). From Eq. (14) 
we see that, if IE .A(,+ and g E .A(,_ , 

(U[cx, (3J!, U[y, <5]g) 

= (f,E+U[ycx-1, -cx{3 + cx<5]E_g) = O. 

The space :R is separable, so we can introduce an 
orthonormal basis {cpi, i = 1, 2, ... } for .A(,±. It 
then follows that 

(U[cx, (3]cp?f:, U[y, <5]cp~) = C±(ycx-I, -cx{3 + cx<5)<5n •m • 

Let fI'±= [U[P, q]cp~U, the closed subspace spanned by 
vectors of the form U[p, q]CP± for all p, q such that 
o < p < 00, - 00 < q < 00. The subspaces fI'± and 
fI'± are orthogonal for m ¥= n, and fI'± and fI'!f are 
orthogonal for all m, n. We can therefore form the 
following direct sum: 

Z E8 fI'~ = S±, 
n 

and denote by J the complement of S+ E8 S_ in :R. 
The transformation U[p, q] generates an auto­

morphism on fI';:', and since U-I[p, q] = ut[p, q] = 
U[p-l, -qp], fI'~ is invariant under {U[P, qJ}. S± and 
J are then also invariant. 

That S± = Zn E8 fI'~ implies that cp~ E S± for each n, 
which further implies that S± :::> .A(,±. since {cp~J is a 
basis for .A(,±. Thus J c .N' + (') .N' _, and E+I = 
E_I = 0 for each IE J. The invariance of J under 
U[p, q] can then be written as 

IE J implies E+U[r, sJ! 

= E_U[r, sJ!= 0, for all r, s. (18) 

Consider the expression E±U[r, s]! Using Eq. (8), 
we write it as 

II r-1b±(pr-I, q - Sp-I)U[p, q]f dp dq, 

and if we apply Stone's theorem5 to the commutative 
subgroup V[q], we find 

II r-1b±(pr-I, q - sp-l)e-illkW[p]f(k) dp dq 

= I r1b±(prl, k)eikBP-1W[qJ!(k) dp, (19) 

with 

b±(pr-I, k)eik''D-
1 == f b±(pr-l, q - sp-l)e-ill/c dp. 

5 F. Riesz and B. Sz-Nagy. Functional Analysis (Frederick Ungar 
Publishing Company. New York, 1965). 

The integral over q is just the Fourier transform of b± 
on the second argument, and the transformed function 
b± is therefore identically zero only if b± == O. 

However, we see that if b+(p, q) has poles (as 
discussed in Sec. 3) in the lower half-plane only, then 
b+ actually vanishes for k ~ 0, hence E+I = 0 if 
I(k) = 0 for k > o. Likewise, E_I = 0 if I(k) = 0 
for k < O. Consequently, after the integration over q 
we may restrict k to have either only positive values 
or only negative values. The kernel given by Eq. (15) 
is of the above mentioned type, since it has one pole 
only, and henceforth we shall interpret the + sign in 
b+(p, q) to mean that b+(p, q) has poles in the lower 
half-plane only. In the case of a more general kernel 
b(p, q) with poles in both half-planes we may decom­
pose it into two such simple kernels: 

b(p, q) = b~)(p, q) + b~)(p, q), 

b(p, -q) = b~)(p, q) + b~)(p, q). 

For completeness we also remark that, if the kernel 
of a projection operator is found by using an arbitrary 
representation of Uo, this kernel will have poles in the 
one half-plane if and only if the representation is 
irreducible. 

To investigate the integration over p, we note that r 
and s are two independent, arbitrary parameters, so 
we may write rs instead of s, thus Eq. (9) can be 
written as 

With P = e; and r = €'I, the integral is 

where 

L:e-"h±(~ - 1], k)P(~, k) d~, (20) 

and 
p(~, k) == e;W[eS]f(k). 

But Eq. (20) is the convolution of h±(1], k) with 
p(1], k), which is identically zero if and only if the 
product of the Fourier transforms of h±(1], k) and 
1(1], k), say (3±(cx, k) and cp(cx, k), respectively, is 
identically zero. Since b±(r, s) is assumed to be a 
rational function, (3±(cx, k) is an analytic function of cx 
for each fixed k, as is seen by expanding b±(r, s) in a 
partial fractions expansion and carrying out the two 
transforms. Thus, for all fixed k, except for possibly a 
set of measure zero, (3±(cx, k) does not vanish on any 
interval a < cx < b. Therefore, p±. cp = 0 implies 
cp = 0, which further implies 1 = 0 which finally 
implies I(k) = 0 for all k except possibly a set of 
measure zero. 
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We can now strengthen Eq. (18) and state the 

Lemma: 1 E :J implies E+ U[r, s]1 = E_ U[r, s]1 = ° 
for all r, s, which further implies 1 = o. 

Define 
:R+ = {f(k): f(k) = 0 for k::::;; O}, 

:R_ = {f(k): f(k) = 0 for k ~ O}, 
then we have 

:R = :R+ EB :R_, 
and 

:R+ = 1 EB ~~, :R_ = 1 EB ~~. 
n n 

From the definition of the subs paces ~~ we see that 
there is a one-to-one correspondence between any 
two of them, and by Eq. (17) this correspondence is an 
isometry, thus representations on these subspaces are 
unitarily equivalent. 

We can summarize our results as follows: 

Theorem: The affine group admits, for each realiza­
tion of its elements as linear, unitary transformations 
on a separable Hilbert space, two faithful, inequivalent 
representations. Each of these reduces to finitely or 
countably many equivalent, irreducible representa­
tions. 

The number of equivalent representations will of 
course depend upon the particular realization of the 
elements U[p, q] as linear transformations. 

6. A PARTICULAR REPRESENTATION 
We now turn our attention to the particular 

realization of U[p, q] given by Gel'fand and Naimark2 : 

U[p, q]f(k) = e-iakp-if(p-lk). 

We seek the solutions to E±f = I; we carry through 
the calculation in :R+ only, since it is identical in :R_. 

E+f(k) = 8 f f p-2(1 + p-l - iq)-3 

-iak -i+( -lk) dp dq xe PJP --
21T 

41'" = - dp p-!f(p-1k) 
1T I) 

x L: (1 + p-l - iq)-3e-iak dq 

= 4k2e-k l'" p-!e-'P -Y(p-1k) dp 

= 4ki e-k leo ie-'Pf(p) dp. 

The equation E+! = Ihas one and only one solution 
up to a scale factor c, namely I(k) = ckie-k • This is 
then the one and only normalized basis vector q;, and 
the corresponding subspace P = [U[p,q]q;] = :R+. 

7. EXTENSION TO N INDEPENDENT 
DEGREES OF FREEDOM 

Consider a system with N degrees pf freedom, 
described by 2N variables. The operators P" and B", 
where (1. = 1, 2, ... N, are defined by 

[Pa' Bp] = -ibapPa, 

[Pa, Pp] = [B", Bp] = O. 

We define 2N one-parameter families of unitary oper­
ators by 

Va[qa] = e-ia"pa, Wa[Pa] = eiln'PaBa. 

In terms of these operators the commutation relations 
are 

Va[qa]Wa[Pa] = Va[qaCl - Pa)] Wa [Pa]V" [qa] , 

[Va[qa], Wp(Pp]] = 0 for (1. ¥= p, 
[Va[qa], Vp[qpll = [Warp,,], Wp[pp]] = O. 

We further define 

N N 
'lJ[q] = n Ya[qa], 'UJ[p] = IT Wa[p,,], 

11.=1 11.=1 
where 

q = {qa} and p = {Pal. 

The elements of the 2N-parameter group are then 

U[p, q] = 'lJ[q]'UJ[p]. 

As a representation space, consider the function 
space:R withelements/(k), where k = {kl' k 2 ,··· ,kN} 
and S I/(k)\2 dk < 00. Now, exactly as in the case of 
the two-parameter group, we can find 2N operators 

with 

where 

N 

EO) = IT E~, 
",=1 

E~E~ = E~, E~E~ = 0, 

(E~l =E~, 
and w is an integer between one and 2N. 

The whole proof proceeds just as before, and if the 
operators Va[qa] and W",[Pa] are given by 

Ya[qa]f(k) = e-iQak"f(k), 

W,,[p,,]f(k) = p;if (k1 , •.• , ka_1 , p;lk" , k,,+1' ... ~ kN ), 

we find that there are 2N inequivalent, irreducible, 
faithful, unitary representations. 

These representations can be numbered as follows: 
Consider the sequence b1 , b2 , ••• , bN • Let bn = ()(kJ 
such that ()(kn) = 1 if k > 0, ()(kn) = ° if k < 0. 
Then we have an ordered sequence of zeros and ones 
which may be read as a binary number, the identifica­
tion number for this particular representation. 
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Clebsch-Gordan Coefficients for Space Groups· 
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(Received 6 June 1967) 

It is shown that to find Clebsch-Gordan coefficients of space groups (both single and double), the 
representations of the groups of k alone are required. This is another example demonstrating the well­
accepted fact that in applications of space groups it is sufficient to know the representations of the 
groups of k. Final formulas are derived that enable the calculation of the Clebsch-Gordan coefficients 
from the representations of the groups of k. As an example the spin-orbit coupling in solids is considered. 

I. INTRODUCTION 

In applications of group theory in physics the 
problem very often arises of decomposing a direct 
product of two irreducible representations into a sum 
of irreducible parts. A classical example is the addition 
of angular momentum in quantum mechanics. In the 
theory of solid-state physics such a decomposition is 
required in defining selection rules in scattering 
processes in crystals. l Sometimes more detailed 
information is needed, as when one has to express a 
product of two wavefunctions 1JI:"')1JI}/l), which are 
specified according to irreducible representations of 
some symmetry group, IX being the index of the 
representation and i of the row, by means offunctions 
1JI!'y) that undergo transformations according to 
irreducible representations of the same group. The 
elements of the matrix that gives the connection 
between 'Yl"')1JI}/l) and 1JIkY) are called the Clebsch­
Gordan coefficients. These coefficients are of general 
interest for each specific symmetry group. For example, 
they are of very great use for the three-dimensional 
rotation group and different kinds of SU groups. 

In solids the symmetry groups are space groups, 
and this paper deals with the question of finding the 
Clebsch-Gordan coefficients for them. The method 
used is one developed by Koster2 for finite groups. 
It is shown that the finding of Clebsch-Gordan 
coefficients for space groups can be reduced to formulas 
containing only the representations of groups of the 
vector k. A similar result was obtained before, for 
the decomposition of direct products of representa­
tions of space groups when one is interested in 
selection rules in crystals.3 

As an example, it is shown how the Clebsch-

• Based on a thesis submitted by D. B. Litvin to the Graduate 
School of the Technion-Israel Institute of Technology, in partial 
fulfilment of the requirements for the degree of Master of Science, 
January 1967. 

1 E. J. Elliott and R. Loudon, J. Phys. Chem. Solids 15, 146 
(1960). 

I G. F. Koster, Phys. Rev. 109, 227 (1958). 
8 J. Zak, J. Math. Phys. 3, 1278 (1962). 

Gordan coefficients are obtained for the spin-orbit 
coupling in solids. 

II. GENERAL FORMALISM 

Any space group G can be decomposed for a 
specific k, a vector in the first Brillouin zone, into q 
left cosets 

G = (lXo I Ao)J(, + (lXi I Al)J(, + ... 
+ (lXq_l I Aq_1)J(" 

where (lXo lAo) = (€ I 0) is the unit element and J(" 
the little group of the vector k, is the set of elements 
{(f3 I B)} with the property that 13k = k or 13k = k + K 
where K is a lattice vector of k space. We will denote 
these two relations by 13k ~ k. The set of elements 
{(lXi I Ai)}' the representing elements, has the property 
that lX;k = k i where k i ~ k. The q vectors k;, i.e., 
ko = k, kl' ... , kQ_ 1 , form the star of the vector k 
denoted by Sk' 

The elements of G can be written as 

(IX I A) = (IX I V(IX) + a) = (€ I a)(1X I V(IX», 

where a is a primitive translation and V(IX) is either 
zero or a nonprimitive translation associated with the 
operator IX. We note that VeE) = o. 

An irreducible representation of the space group G 
is characterized by the vector k and its star, and the 
irreducible representation of the group of the vector 
k. We denote an irreducible representation of the 
space group G by D~., where k* denotes the specific 
vector k in the Brillouin zone and its star, and r 
denotes the irreducible representation of the group 
of the vector k. The irreducible representation D~. 
is a n = dq dimensional irreducible representation, 
q is the number of vectors in the star of k, and d 
the dimension of the rth irreducible representation of 
the little group of the vector k. 

We take the irreducible representatibn of G in the 
standard form, i.e., the representation of the elements 
of the invariant subgroup of translations is of the 

212 
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following form4 : 

D~+: I a] = 

e-ik'81 
e-ik1 '81 

The unit matrix I is of dimension d. For a general 
element Di.(G) is divided into blocks of dimension d. 
There will be q rows and columns of blocks. We say 
then that D~.(G) has n = dq rows (columns) and q 
block rows (block columns). 

The Opth block of D~.(G), denoted by D~'eJl(G), 
is nonzero, when for all a 

We have for this nonzero block of dimension d: 

D~'eJl[tll v(tl) + a] = Da'se/l I v('se/l) + beJl]' (1) 

where D~['seJl I v('seJl) + beJl] is the d-dimensional 
irreducible representation of the little group of the 
vector k and ('se/l I v('seJl) + beJl) is found from the 
relation 

(tl I v(tl) + a)(tlJl I v(tll,) + aJl) 

= (tlel V(tle) + ae)('seJl I v('seJl) + beJl)' (2) 

Hence (tlJl I v( tlJl) + aJl) and (tle I v( tle) + aJl) are the 
representing elements, such that tlJlk = kJl and 
tlek = ke; we assume that aJl = ae = O. 

Defining the non primitive translation associated 
with 'seJl as 

v('seJl) = tl(jl(tlV(tl) + v(d) - v(de»' 

we derive from Eq. (2) that 

(3) 
and 

beJl = tl(jla. (4) 

Rewriting Eq. (1) and using Eq. (4), we have for the 
nonzero blocks of Dr. 

D~'Jl6[tll v(tl) + a] = Da's6JlI V('s6Jl) + tle1a] 

= e-ike'8D~['s6Jl I v('seJl)]' (5) 

where 'seJl and v('seJl) are given by Eqs. (3) and (4), 
respectively. 

If the direct product of two irreducible representa­
tions of the space group G is reducible, we have 

• G. F. Koster, Space Groups and their Representations (Academic 
Press Inc., New York, 1957). 

where cmn is the number of times the irreducible 
representation appears in the reduced form. 

We calculate Cmn from 

Cmn = ..l ! X~.(G)X~:.(G)X~~:,.(G)*, 
gh G 

where X~.(G) is the character of D~.(G), and gh is 
the order of the space group G; h is the order of the 
invariant subgroup of translations T, and g the order 
of the factor group G/T. 

The direct product is put into reduced form by a 
similarity transformation using a unitary matrix U: 

U-1[Dr. x Dr:.]U = (redu.ced form of the). 
k k dIrect product 

We assume that the irreducible representation D~~:., 
a n" = q"d" dimensional representation, appears C 

times in the reduced form. (In general the dimension 
of D~~n. is denoted as n';,.n = q';,.d=. and its multiplicity 
in the reduced form as cmn ; when referring to D~~:., 
for typographical reasons only, we will drop the 
indexes m and n from the dimensionality and multi­
plicity.) If these are the first irreducible representations 
in the reduced form, i.e., the first irreducible rep­
resentations along the diagonal of the reduced form, 
then the first cq" d" columns of U are calculated from 
the equation2 

* * = U mi" U ni" + U m(d"q"+i") U n(d"q"+i") 

+ U m(2d"q"+i") U!(2d"Q"+i") 

+ U m([c-lld"q"+i") U n([c-lld"q"+J"l • (6) 

This gives the elements of the first cq" d" columns of 
U in terms of the known quantities 

d" " --.!L! [D~.(G) x Dr.(G)]mn[D~~::.(G)]:,i'" 
gh G 

We also know that 

[D~.(G) X Dr·(G)]mn == D~.(G)ijD~:.(G)i'j', 

where m and n are used as an abbreviation for the 
double indices (i, i') and (j, n, respectively. The 
possible values of the indices are as follows: 

m, n = 1,2, ... ,qdq'd', 

i,j = 1,2,' .. ,qd, 

i',j' = 1,2, ... ,q'd', 

i",j" = 1,2,'" ,q"d". 

qd is the dimension of the irreducible representation 
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D r rd' f Dr' q" d" of Drl" and qdq'd' of the k.' q 0 k'. , , kIN. , 

direct product D~. X D~, •. 
Let us introduce a new indexation which will show 

clearly the division of the irreducible representations 
into blocks. D~. is a qd-dimensional irreducible 
representation which is divided into q x q blocks of 
dimension d x d. Let (J be the index of the block rows, 
and ft be the index of the block columns. A specific 
block of D~. is denoted by «(J, ft), the intersection of 
the (Jth block row and the ,uth block column. 

The ith row of D~. can be denoted as the '17th row 
of the (Jth block row, and the jth column denoted as 
the 7Tth column of the ,uth block column, that is, 

i = Od + 'YJ, 0, ft = 0,1,'" ,q - 1, 

j=,ud+7T, 'YJ,7T=1,2,···,d. (7) 

Using this indexation, the (i,j)th element of D~. is 
denoted as the (Od + 'YJ)(,ud + 7T)th element. It is the 
('YJ7T)th element of the (O,u)th block of D~ •. The rows 
and columns of D~:. and D~~:. are denoted in a 
similar manner. 

Recalling that G = {(IX I V(IX) + a)} and using Eqs. 
(1) and (5), we can write 

D~.( G)(8d+~)(II'i+IT) 
= e-ike

•
aDa{J8111 V({J811)]b(1X1X1i - lXe{J811)' (8) 

The «(),u)th block of D~.(G) is nonzero only if oc 
fulfills the condition written in the delta function. 
Two similar expressions can be written for elements 
of the irreducible representations D~:. and D~~: •. 

Using the new indexation, and writing the sum on 
the elements of the space group G as 

!=! ! 
G «Ia) ("Iv(,,» 

we then rewrite Eq. (6) in the following form: 

1 d" " - ! e-i (k8+k'8'-kl"8")·a -q- ! D~[{J8111 V(.B811)J~7T 
h (fla) g ("Iv(",» 

X Dn{J~'II' I v(.B:'II')]~'lT,D~~::[{J;"II" I V({J;"II")];'lT" 

x b( iXOCll - oc8{Jell) 

~(' , (J' ) ~(" "R") X U OCIXII , - OC8' 8'11' U IXOCII" - IXO"PO"II" 

* = U(Od+~;O' d' +~')(O" d"+~") U (lId+lT;II' d'+lT') (II" d"+lT") 

+ ... + U(8d+~;8'd'+~')([C-l]d"qH+6"a"+~") 
* X U(lId+lT:II'a'+IT')([C-l]d"uH+P"d"+,,")' (9) 

The basis functions of the irreducible representation 
D~. are ",,:0, and transform under elements of the 
space group as follows: 

(oc I A)'P~O = I DHoc I A](lIa+7T)(Od+'l)'P:e. (16) 
P." 

The functions ~, 0 = 0, form the basis functions of 
the irreducible representation D~ of the little group 
3\,. The functions ~o are related to the functions ~ 
by the following relation4 : 

(11) 

where (j1X0 v(oco» are the representing elements of the 
group G. Similar relations hold for the basis functions 
~:8' and'l':{ ON of the irreducible representations D~:. 
and D~:N. , respectively. 

The basis functions of the direct product are ",,:0 
",,::8'. The elements of U give the coefficients of the 
linear combinations of these functions, which form 
the basis functions of the c irreducible representations 
D~~:. appearing in the reduced form, that is, ' 

(12) 

where I = 0, 1, ... , c - 1. 
The columns of U calculated in Eq. (9) can be 

shown to be divided into blocks. The cq" d" columns 
are divided into sections, and each section divided 
into qq' x q" blocks of dimension dd' x d". A specific 
block is denoted by (OO')(lq" + 0"), the (OO')(O")th 
block of the Ith section. 

Equation (9) facilitates the calculation of the set of 
c blocks (OO')(lq" + 0"), 1= 0, 1, ... , c - 1, for 
each trio of values of 0, 0' , and 0". Once we have chosen 
a specific trio we may perform the first sum in the 
equation, for 

_ ! e-i (k8+k' 8,-kl" o,,)·a = 1 (0 if ko + k~, - k~o" ¥ 0 

h (fla) 1 if ko + k~, - k~tl" ...:... O· 

(13) 

By choosing in Eq. (9) the indices ,u,u',u" and 
7T7T'7T", equal to (JO'O" and 'YJ'YJ''YJ'', respectively, and 
using Eq. (13), one finds that sums of the squares of 
elements of the (OO')(lq" + O")th blocks are equal to 
zero if ke + to, - k:8N ¢ 0. Consequently, the ele­
ments of the blocks for which k8 + k~, - k:ON ¥ ° 
are zero. In the following we assume that k8 + k~, -
k;o • ...:... 0. We also note that in the second sum of 
Eq. (9) we do not have to sum over all IX, but only 
over those that simultaneously fulfill the three delta 
conditions. 

Let us begin by calculating the first block column 
of each section, that is, the (OO')(lq")th blocks, where 
we have taken 0" = 0. We first choose 0 = 0' = 0" = 
o and calculate the (OO)(lq")th blocks, using Eq. (9.) 

We have assumed that k + k' - k~ ...:... 0, where k 
is the first vector of the star of k, k' the first vector of 
the star of k' , and k; , the first vector of the star of k~ . 
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In our notation we have 

ko = k, (xo = E; 

k~ = k', ~ = E; 

k~o = k~ , (X~ = E. 

We choose I-' = 1-" = 1-''' = 0 and with this choice, 
the three delta conditions in Eq. (9) are 

(X = {J, (X = {J', (X = {J". 

Let us denote the elements of G which simulta­
neously fulfill the three delta conditions by p. We 
have then: 

{p} = {{J} n {{J'} n {{J"}. (14) 

The set of elements {p} is the intersection of the point 
groups associated with the three little groups X, X', 
and X". 

To find the elements P the following remark is 
useful. One can define the direct product of two stars, 
Sk x Sk" the star Sk of the vector k times the star 
Sk' of the vector k' as the aggregate of all vectors 
formed by adding vectorally one vector of the star of k 
and one vector of the star ofk'.5 One may write 

Sk x Sk' = ! EmSkm'" 
m 

where Em is the number of times the star Skm" appears 
in the direct product Sk x Sk" Two types of stars 
appear in the reduced form of the direct product of 
the two stars. If Em = 1 we speak of Sk

m
" as a star of 

the first kind, and if Em > 1, as a star of the second 
kind. 

It is clear that the elements of G which simulta­
neously leave the vectors k and k' invariant also leave 
k~ invariant. Now, if SkI" is a star of the first kind, 
then the point group {{J"} contains only these elements, 
and relation (11) reduces to 

{p} = {{J"}. (15) 

However, if SkI" is a star of the second kind, then 
{{J"} contains additional elements that, while leaving 
k~ invariant, do not leave k and k' invariant. Relation 
(11) reduces in this case to (see Appendix A): 

{p} = {{J} n {{J"}. (16) 

We are now in a position to use Eq. (9) to calculate 
the (OO)(lq") blocks; this equation becomes 

d" " -q ! D~[P I v(p)]~ITDnp I v(p)]~'IT,D~~::[P I v(p)]:"1T 
g (Plv(P» 

* * = U(~~,)(~,,) U(n')!:r") + U(~q')(a"q"+q") U(n')(cl"q"+IT") 

+ ... + U(~q')([c-l]cl"q"+~") U~"'){[C-l]a"q"H") , (17) 

where the elements {p} are given by Eq. (12) or (13). 

• J. L. Birman, Phys. Rev. 127, 1093 (,1962). 

If the irreducible representation D~I:. appears only 
I • 

once in the reduced form of the direct product, I.e., 
c = 1 then to calculate the (OO)(O)th block of the 
q" d" columns of U associated with D~~:. we use Eq. (17) 
for the case c = 1. The right-hand side of (17) is then 

(18) 

According to Koster1 one finds specific values of 
1T7T'1T" and 'YJr/ 'YJ" such that the left-hand side of 
Eq. (17) is nonzero, and then holds 1T1T'1T" to these 
specific values and lets 'YJ'YJ' 'YJ" run over their possible 
values. For each trio of values of 'YJ'YJ' 'YJ" one uses 
Eq. (17) with Eq. (18) to calculate U(~~')(~") U(~'r')( .. "l' 
and thereby one derives dd'd" equations for the dd'd" 
elements of the (OO)(O)th block of the columns of the 
matrix U. The general case for an arbitrary c is 
obtained in a similar manner.2 

Now we find the other blocks in the first block 
columns of each section, the (OO')(lq")th blocks, for 
which k9 + k~, - k~ ....:... 0.6 

At the beginning of this section, the space group G 
was divided for a chosen vector k into q left cosets. 
The vector k defined the aggregate of vectors (X9k = k9' 
the star of the vector k. If we were to choose any 
other of the vectors k8 we could again divide the space 
group G into q left cosets and define the star of the 
vector k9. The stars of the vectors k and k~ are iden­
tical, the star is defined by giving anyone of its--vectors; 
but the division of the space group G is in general 
different. 

We redefine the first star by the vector k9 instead 
of k, and define the little group of the vector k9. 
The functions "P~9, for the specific 0, form the basis 
functions of D~8' the irreducible representation of the 
little group of the vector k9. The second star is 
redefined by k~, instead of k', and the star of the 
vector k; remains defined by the vector k; . 

The irreducible representation D~~. again appears 
c times in the reduced form of the direct product of the 
irreducible representations in the redefinition. To 
solve for the (OO')(lq")th blocks of U is equivalent to 
finding the (OO)(lq")th blocks of the matrix 0, which 
reduces the direct product of the irreducible representa­
tions in the redefinition (see Appendix B). 

(19) 

holds for all values of the indexes 'YJ, 'YJ', 'YJ", and I. 

• If Skm" is defined by k + k' - k;;' == 0 and is a star of the first 
kind, then the (OO)(lq")th blocks are the only nonzero blocks of the 
first block columns. If Skm" is a star of the second kind, then additional 
nonzero blocks, (OO')(lq") for which kB + ko' - k;;' == O,areingeneral 
such that 0 = 0'. 
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Following steps (1) to (17) we have in our redefini­
tion 

d"g" r - I DkO[P I v(p)]q .. 
g <Plv(P» 

x D~:o'[P I v(p)]q,,,,D~!::[P I v(P)]q"7T" 

= O(qq')(~") O(:7T%r") + O(~"')(d"q"+~") O(~7T')(d"q"+7T") 
- -* ) + ... + U(~~')([C-l]d"q"+q") U(lT7T')([C-l]d"q"+7T") • (20 

If the star of the vector k~ is of the first kind, then 

{p} = {P"}, 

and if of the second kind, 

{p} = {otOPoti/l} n {ot~'P'ot8~1}. (21) 

Again, by finding specific values of 1T7T'7T" such that 
the left-hand side of Eq. (20) is nonzero, the number 
of trios of 7T7T'7T" depending on the value of c, we find 
the elements of the (OO)(lq") blocks of 0, and therefore 
by Eq. (19) the (OO')(/q") blocks of U. 

We have shown a method to calculate the blocks 
in the first block column of each section, i.e., the 
(OO')(/q")th blocks, 0" = 0, for which ko + ko' -
k~ ...:.. O. In both Eqs. (17) and (20) it is necessary to 
know only the irreducible representations of the 
factor group J{,IT, J{,' IT, and J{," IT, where T is the 
invariant subgroup of translations. 

Instead of using Eq. (9) to calculate the remaining 
nonzero blocks of elements, it is advantageous to 
review the structure of the basis functions of irreduc­
ible representations of space groups. Using properties 
of this structure we derive an alternative method to 
calculate the remaining blocks. 

For the sake of simplicity we consider only the 
first of the c sections which we are calculating. The 
results are, of course, applicable to every section. 

The basis functions of the direct product are 
"P~o~:o'. The elements of U give the coefficients of the 
linear combinations of these functions which form the 
basis functions of the irreducible representation D~':. ; 

• 1 

we rewrIte Eq. (12) by 
kl" ~ U kO k'O' 

"P~" 0" = ~ (Ocl+~;O'd'+"')(O"d"+"")"P" "P,,' • 
00' 

",,' 
(22) 

The sum is not on all possible values of 0 and 0', but 
only on those values which fulfill the condition 
ko + k~, - k~o" ...:.. O. To denote this, we replace the 
sign of summation IflfI' with I~;lO", where k~6" denotes 
that 0 and 0' take only those values for which the 
condition is fulfilled. 

In particular, for 0" = 0, we have 
k," 

"'={ = I U(0cl+";fI'd'+"')(""J",:6,,,::0'. 
00' 
~~, 

(23) 

The basis function of D~':. must fulfill relation (II), 
that is ' 

k," 0" II I (" .. .1<," "P~" = (oto" V oto"»Y'~" . (24) 
For a specific Oil we have, using Eq. (22), that 

(25) 

where the values of fJ. and fJ.' are constrained by the 
condition kl' + k~, - k~8" ...:.. O. On the other hand, 
substituting (23) into (24), we have 

" " k," 

"P=~ 0 = I U(Od+";O'd'+"')("")(ot;,, I v(ot;,,»"P=°"P::
o
'. (26) 

00' 

",,' 
For Eqs. (25) and (26) to be consistent, we must 

have 

(ot;" I v(ot;"»"P=6"P::
0 

k,"8" 

= I D~-[ot;" I v(ot;")ll'd+7T)(Ocl+~) 
I'll' 
",,' 
x Dr-[ot;" I v(ot;")h'd'+7T')(O'd'+V')"P~I'''P~:I'' 

k1"0" 

= I (D~-[ot;" I v(ot;,,)] 
1'1" 
",,' 
x D~:-[ot;" I v(ot;")])(I'(l+7T.I"d'+"')(6d+";0'd'+'I')"P~I'''P::I'·. 

(27) 
Substituting this into (26), we have 

k,"O" k," 

k "0" ~ ~ (Dr ( II I ( ") "P~'~ = ~ ~ k* oto" V oto" ] 
1'1" flO' 
1111' ",,' 

x D;,-[ot;" I v(ot;")])(l'd+";I"d'+7T')(Od+,,;O'd'+q') 
k k' 

X U(Od+";fI'd'+'I')(~")"P"I'''Pr'l'', 
and comparing this to Eq. (25), we see that 

U(l'd+";I"d'+"'J(O"d"+'I") 
k," 

= I (D~*[ot;" I v(ot;,,)] 
00' 
"'I' 
X D~:.(ot;" I V(ot;")])(Wl+";I"d'+r')(Od+'I)(fI'd'+'I') 
X U(Od+'I;O'd'+"')(,,"J' (28) 

By this important relation the (0" d" + '1")th 
column of elements is related to the elements of the 
('1")th column. Once the elements of the first block 
column are known, the remaining elements of the 
section are calculated using Eq. (28). 

In the general case when ~~:. appears c times in the 
reduced form of the direct product, we can generalize 
Eq. (28) as 

U(I'(H";I"d'+r'J(ld"q"+O"d"+'I") 
k," 

= I (D~.[ot;" I V(ot9")] 
00' 
qq' 
X D~:*[ot9" I v(ot;·)])(I'cl+r;I"d'+ .. ')(/Id+ .. ;/I'd'+r'J 
X U(/Id+,,;/I'd'+"')(ld"q"+~"J' (29) 
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Once the first block column of each section has been 
calculated, the remaining elements of each section 
are derived, using Eq. (29), and thus the first cq"d" 
columns of U are calculated. 

If the c irreducible representations D~~:. are not 
the only irreducible representations appearing in the 
reduced form of the direct product D~. X D~:., 
then there is a second one, D~:"., that appears Cmn 

times. We assume these are the Cmn irreducible repre­
sentations following the c irreducible representations 
Dkr1: •• The dimension of Dkrn" •• is nm" ...:.. q" d". We 

1 m n m n 
divide the Cmnq~d~ columns of U following the cq"d" 
columns previously calculated into blocks of dimension 
dd' x d~ and Cmn sections. The elements of the blocks 
of these Cmn sections are calculated in the same manner 
as the blocks of the c sections of the first cd"q" column 
of U. 

If there are additional irreducible representations 
appearing in the reduced form, we repeat the above 
procedure until we have exhausted all the irreducible 
representations that appear in the reduced form of the 
direct product D~. X D~: •. 

Thus we have obtained a method to calculate the 
elements of the matrix U, the Clebsch-Gordan 
coefficients: with each irreducible representation 
D~nnH' , that appears Cmn times in the reduced form of 
tht direct product D~. X D(., we associate cmnd~q~ 
columns of U. These columns are divided into blocks 
of dimension dd' X d~ and into Cmn sections. The 
nonzero blocks (ee')(lq~ + e") must fulfill the 
condition k8 + k~, - k~8" ...:.. O. The nonzero blocks 
in the first block column of each section are calculated, 
using Eq. (17) or (20); and finally, the elements of 
the remaining nonzero blocks are calculated, using 
Eq. (29). In the calculation of the Clebsch-Gordan 
coefficients it is not necessary to know the irreducible 
representations of the space group G. In both Eqs. 
(I7) and (20) only the irreducible representations of 
the factor groups X/T, X' /T, and X" /T enter into the 
calculations. 

So far the formalism is quite general, applicable also 
for nonsymmorphic space groups on the boundary of 
the Brillouin zone. There are, however, simplifications 
for symmorphic groups and nonsymmorphic groups 
in the interior of the Brillouin zone. 

Equation (5) for nonsymmorphic groups in the 
interior of the Brillouin zone may be written as 

where we have used 

r~ is an irreducible representation of the point group 
associated with the factor group X/To 

In subsequent calculations, for each irreducible 
representation whose vector k is in the interior of the 
Brillouin zone, instead of 

we write 
D~[P I v(P)]qU' 

e-ik'V(P)r~(p)qU . 

In the case where all three vectors k, k', and k" 
are in the interior of the Brillouin ZORe, the left-hand 
side of Eq. (17) will read 

d" " -q ~ e-i(k+k'-km")'V(P)rr({3A) rr'({3A) rrn" ({3A) * 
£., k qll k' q'll' k" q"l1" . g (~lv(P» m 

This can further be simplified by noting that 
(31) 

{
I if k + k' - k" - 0 e-i(k+k'-km").V(p) =. m - , 

e-iK.v(fl) if k + k' - k" = K m , 

where K is a reciprocal lattice vector. 
Therefore Eq. (31) becomes 

d" q" r A r' A r" A * -! ri(3)qll r k.({3)q'll,rk';,.,,({3)q"ll " , (32) 
g (p) 

if k + k' - k~ = 0, or 

d"q" -iK.V(P) r A r' A rOO A * - !. e r k({3)qll r k,({3)q'll,rk" "({3)q"ll'" (33) 
g (Plv(fl» m 

if k + k' - k~ = K. 
In the same manner, the left-hand side of (20) 

becomes 

d"q" A, A " A * - ! r; ({3)qllr~, ,({3)q'll,r~" "({3)q"ll" , (34) 
g (~8 8 m 

if k + k' - k~ = 0, or 

d" q" ~ -iK.V(~) r A r' A r .. ' A * 
- • £., e r k ({3)qllr k' ,({3)q'll,r k "({3)q"1T" ' (35) 

g (fllv(P» 8 8 m 

if k + k' - k~ = K. 
For symmorphic groups we know that V(IX) = 0 

for all IX. Equation (30) then reads 

Dr. [IX I a] = e-iko·arr({3 ) 
k all k 811' 

and denoting <p 10) simply as (P), the left-hand side 
of (I7) reads 

d" q" r A r' A rOO A * - ! r k({3)q"r k,(f3)q'U,r k';,.,.({3)q"U" . 
g (P) 

(36) 

The left-hand side of Eq. (20) for symmorphic 
groups becomes 

d" q" r A r' fI rOO A * - ! r k ({3)qur k' .(P )q'u,r k n "({3)q"l1"' g ($) 88m 
(37) 
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We see, therefore, that for symmorphic groups and 
nonsymmorphic groups in the interior of the Brillouin 
zone, the Clebsch-Gordan coefficients of space 
groups can be obtained using only the irreducible 
representations of point groups. 

In conclusion of this section let us note that the 
formalism developed here is applicable to both single 
and double space groups. 

III. SPIN-ORBIT COUPLING 

As an example of the application of the general 
theory developed in the previous section, let us treat 
the spin-orbit coupling in solids. Although the 
group-theoretical aspects of this problem have been 
considered before,7 it is worthwhile to give an approach 
to it from the point of view of Clebsch-Gordan 
coefficients of the whole space group, which is the 
subject of this paper. 

The Schrodinger equation of an electron moving in 
a crystal with a periodic potential V is 

[:~ + V ] ~ = E~. (38) 

The potential V has both the point and translation 
symmetry of the lattice, and the symmetry of the 
space group G associated with the lattice. 

The Schrodinger equation when spin-orbit inter­
action is taken into account is7 

[ p2 + V + ---;-2 (VV x P) • aJet> = Bet>, (39) 
2m 4mc 

where a are the Pauli-spin matrices. With the inclusion 
of spin, the symmetry group of the Hamiltonian is 0, 
the double group7 of G. 

Consider now the problem that arises when one has 
to find the eigenfunctions of Eq. (39) in the lowest 
order of perturbation theory. Let us denote by ~:9 
the orbital eigenfunctions of Eq. (38), and by ~~. 
the spin function of the electron. The superscript 
k' = 0 of ~~, is a consequence of the fact that spin 
functions are invariant under translations. The 
functions ~:9 and ~~. can be looked upon as belonging 
to bases of irreducible representations of the double 
space group O. Assume that the orbital function 
transforms according to a representation D~*(O). 
The spin function ~. undergoes a transformation 
according to Dk( 0). In the lowest order of perturba­
tion theory the eigenfunctions et> of Eq. (39), say ~:r , 
are linear combinations of the products ~:9~~ .. 
The correct eigenfunctions ~:~. of Eq. (39) in the 
lowest order of perturbation theory are those linear 

• R. J. Elliott, Phys. Rev. 96, 280 (19S4). 

combinations of ~:9~~, that transform according to 
irreducible representations of O. The problem of 
finding the correct ~~. is therefore the reduction of 
direct products which was worked out in the previous 
section of this paper. 

The functions ~:o~~. form the basis of the direct 
product representation D~*(O) X D!(O). D~* being 
an irreducible representation of the group G is also an 
irreducible representation of the double group O. If 
the direct product is irreducible, the spin-orbit inter­
action causes no splitting, and eigenfunctions ~:r are 
equal to the product functions ~:9~~ .. If the direct 
product is reducible, then 

rot 0 ~ r "0 Dk*( ) X Do( ) = k CnDk~( ). (40) 
n 

Since k' = 0, the only star appearing in the reduced 
form is the star of the vector k. 

en is calculated from 

1 ~ r 0 i 0 r,,",.. cn = - £., X k *( )Xo( )Xk* (v)*, 
2gh 

where gh is the order of the single group G, h being the 
order of the invariant subgroup of translations T, 
and g the order of the factor group G/T. Following 
Zak3 •8 , this reduces to 

en =.!L ~ ;;rr5/ Y(r5)]xt(r5);~""[r5/ y(r5)]*, (41) 
2g (61,(6» 

where xg(r5) is the character of Dg(r5), ;nr51 y(r5)] is the 
character of D~(r51 y(r5», and ;~ .. ·[r51 v(r5)] is the char­
acter of D~,,'[r51 y(r5)]; q is the number of vectors in Sk' 
the star of the vector k. All the repres.entations in 
Eqs. (40) and (41) are now representations of double 
space groups. 

It is known7 that 
i - t Do({J) = -Do({J) 

and 
(42) 

where f3 is the "barred" element of the double group. 
Since D~*(G) is an irreducible representation of the 
single group as well, one has 

and 
D~[f31 y({J)] = D;[{J I v({J)] 

;;[/3 I v({J)] = ;;[{J I v({J)]. (43) 

This being the case, to obtain a nonzero en it is 
necessary that the irreducible representation D~~' (0) 
be such that 

and 
D;""[/3 I y({J)] = - D~""[{J I y({J)], 

;~""[/3 I y({J)] = -;;""[{J I y({J)]. (44) 

8 J. Zak, Phys. Rev. 151,464 (1966). 
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By dividing the sum in Eq. (41) into two, the sum 
on the elements [.81 v(8)] and the sum on the elements 
[PI v(,B)] [both of which are equal by Eqs. (42), (43), 
and (44»), Eq. (41) reduces to 

Cn =!1 L ~~[,B I v(,B)]xt(,B)~~n"[,B I v(,B)]. (45) 
g (P Jv(ll)) 

Now let us use the results obtained in the preceding 
sections: The blocks of U are denoted by (O)(lq + 0"); 
since DgCG) is not divided into blocks we have dropped 
the index Of. The only nonzero blocks are those for 
which 0 = Oil. To calculate the (O)(lq)th blocks we 
use Eq. (17), the left-hand side of this equation 
being in our case 

Using Eqs. (42), (43), and (44), this becomes 

d" q L Da,B I v(,B)]~"Dt(,B)q,",D~n"[,B I v(,B)]q""'" (46) 
g (IlJv(P») 

To calculate the remaining nonzero blocks we use 
Eqs. (10), (11), (27), and (28): 

U(9d+q;q')(9d"+q") = DECOC9)q'lU(q'1)(q") + Dl(oc9)q'2U(q2)(q")' 

(47) 

For an irreducible representation D~'l." appearing C 

times in the reduced form of the direct produce, Eq~ 
(47) is used to calculate the (O)(lq)th blocks, and the 
remaining nonzero blocks, the (O)(lq + O)th blocks, 
are calculated, using Eq. (48). This process is repeated 
for all irreducible representations appearing in the 
reduced form, and thus we calculate the matrix U , 
which reduces the direct product D~.(G) x D!(G). 

As mentioned before, the eigenfunctions <I> of Eq. 
(39), in the lowest order of perturbation theory, are 
the functions which form the basis functions of one of 
~he Cn irreducible representations D~'l." which appear 
10 the reduced form of the direct product. The qd~ 
columns of U corresponding to this irreducible 
representation give the linear combinations of the 
product functions 1p:91p~, which form these functions, 
that is, 

where I = 0, 1, ... , cn - 1. 
The method as given above is quite general, 

applicable for symmorphic and nonsymmorphic 
space groups with k on the boundary of or in the 
interior of the Brillouin zone. But for symmorphic 

groups and for nonsymmorphic groups within the 
interior of the Brillouin zone Eqs. (45) and (46) can 
be appreciatively simplified, using the results obtained 
in the previous section. 

For symmorphic groups and nonsymmorphic 
groups with k in the interior of the Brillouin zone, 
Eq. (45) reduces to 

Cn = !1 L ~~UI)XE(,B)~~n"(,B), (48) 
g (Il) 

where ~~(,B) is the character of q(,B), the irreducible 
representation of the point group formed by the set of 
elements {(,B I O)}. 

It can be verified by inspection of the character 
tables of the point groups,9 that for any point group 
excepting C1 and Ci , cn is either one or zero. For the 
point groups C1 and Ci , Cn is either two or zero. 
Equation (17) will thus become [we have used Eq. (46) 
and dropped d"] 

!1 L r~(,B)q"Dt(,B)q,",r~n"(,B)* = U(qq')(q") U~""')(,T") (49) 
g (P) 

for all point groups excepting C1 and Ci • For these 
two latter point groups the right-hand side is 
replaced by 

In either case the sum is on the point group {(,B I O)}, 
the point group associated with the group of the 
vector k, since the nonprimitive translations take no 
part in the calculation. 

We see then that only for nonsymmorphic space 
groups with k on the boundary of the Brillouin zone 
do the nonprimitive translations enter into the 
calculations. For symmorphic groups and non­
symmorphic groups in the interior of the Brillouin 
zone only the properties of the irreducible representa­
tions of the point group enter into the calculation. 

Finally, let us point our that the matrix U is 
completely determined by a matrix that reduces the 
direct product of representations of point groups. 
Indeed, we use Eq. (48) to calculate the number of 
~imes the irreducible representation D~~"(G) appears 
10 the reduced form of the direct product D~.(G) x 
D!(G). Equation (48) is also the equation neces­
sary to calculate the number of times the irre­
ducible representation r~'l." (,B) appears in the reduced 
form of the direct product r~(,B) X Di(,B). In addi­
tion, since glq is the order of the point group 

• G. F. Koster, J. O. Dimmock, R. G. Wheeler, and H. Statz 
Properties of the Thirty-two Point Groups (Massachusetts Institut~ 
of Technology Press, Cambridge, Mass., 1963). 
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{(jJ I O)}, Eq. (49) is also the equation for the elements 
of the section associated with the irreducible represen­
tation I1n" (P) of the unitary matrix V, which reduces 
the direct product I1(P) X Df(P). Therefore, each 
section of V associated with the irreducible represen­
tation r~ .. " (P) of the point group is the (O)(O)th block 
of the section of U association with D;'J,N (0). The cal­
culation of the unitary matrix V is a strictly point-group 
problem. 

If DE(P) is an irreducible representation of the point 
group {(P I O)}, I1(P) X DE(P) is then the direct 
product of two irreducible representations of the 
point group, and the matrix is known.9 When DE(P) 
is irreducible,1° by inspection of the character tables 
of the thirty-two point groups one finds that r~(p) 
is a one-dimensional representation, and the matrix V 
is then a two-dimensional unit matrix. In both cases 
then the (O)(O)th block of each section of U is known. 
The remaining nonzero blocks of each section of U 
are calculated using Eq. (47). Once U has been calcu­
lated, the eigenfunctions ~r of Eq. (39) can be 
calculated. 

APPENDIX A 

Here we show that when Sk " is a star of the first 
or second kind, Eq. (14) reduc~s to Eq. (15) or (16), 
respectively. 

If A is an element such that 

A C {P} (l {P'}, 

then from k + k' = k: we have by multiplying from 
the left by A 

Therefore 

and 

A(k + k') = Ak~, 

Ak + Ak' = Ak~, 

k + k' = Ak:, 

k: = Ak:. 

A C {P"} 

{P} (l {P'} c {P"}. 

If A is an element such that 

A C {P"}, 

(AI) 

then from k + k' = k: again multiplying from the 
left by A, 

Ak + Ak' ...:.. Ak:, 

A + Ak' ...:.. k~. (A2) 

10 Dt(J1) is a reducible representation for the point groups C1 • Cj • 

CI. C,. CIA' C,. S,. Cu. Ca. CSj • C,. CsA • and CIA; itis an irreduc­
ible representation for the remainder of the point groups. 

We have either 

or 

Ak 91= k, 

Ak' 91= k', 

Ak...:.. k, 

Ak' ...:.. k'. 
[We cannot have 

Ak...:.. k 

Ak' ~k' 

for inserting this into (A2) we would have 

k + Ak'...:.. k~, 

k + Ak' ...:.. k + k', 

Ak' ...:.. k', 

which is a contradiction.] 
We will then have, either 

kg + k~,...:.. k~ 
or 

k + k'...:.. Ak~, 

where Ak = ke and Ak' = k~,. 

(A3) 

For k", which belongs to a star of the first kind, the 
first possibility in (A3) is forbidden by definition of a 
star of the first kind; the star Sk .. ' and consequently 
the vector k: defined by k + k' = k: appears only 
once in the direct product Sk X Sk'. Therefore we 
have for stars of the first kind 

This means that 

and therefore 

k + k'...:.. k~. 

A C {P} (l {P'} 

{P"} C {P} (l {P'}. (A4) 

From Eqs. (AI) and (A4) we have for stars of the 
first kind 

{P"} = {P} (l {P'} 

and therefore Eq. (14) reduces to 

{p} = {P"}· (AS) 

For stars of the second kind, (A4) is not applicable, 
and using only (A2), Eq. (14) becomes 

{p} = {P} (l {P'}· (A6) 

APPENDIX B 

Here we prove Eq. (19), that is, by redefining the 
stars Sk and Sk' by the vectors kg and k;" respectively, 
the (OO)(lq")th block of 0, the unitary matrix that 
reduces the direct D~e.(G) X D~:9,.(G), is equal to the 
(OO')(lq")th block of the unitary matrix U, which 
reduces the direct product D~.(G) X ,q,.(G). 
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Let V be the unitary transformation that reorders 
the basis functions of D~.(G) to form the basis 
functions of D~ .(G). We have 

6 

v = (BI) 

where the new basis is some permutation of the old 
basis with the functions ~6 in the top position. 

Equation (BI) implies that the structure of V is of 
the following form: 

o 
I 

1 

o 

o 
1 (B2) 

where the large center zero denotes the 8th block 
column. The irreducible representation D~.(G) in the 
new basis is 

Using Eq. (B3) and the comparable relation for 
D~:6,.(G), we see that the left-hand side of the (B4) 
can be written as 

V-l[V D~.( G) V -1 X W D~:.( G) W-l ] V 

= V-leV X W)[D~.(G)](V X W)-lV. 

Using this and the definition of (B4) becomes 

V-leV X W)U (reduced form) U-I(V X W)-IU 

= (reduced form). 
Therefore 

and 
V-I(V X W)U = I 

V= (V X W)U. 
(BS) 

We now use (BS) to calculate an element of the 
(OO)(lq")th block of the first cq" d" column of V: 

V(~~')(!Q"tl"+~") = 1 Vr~)(ad+b) a(~')(a'd'+b') 
aa' 
bb' 

X U(atl+b;a'd'+b')(!Q"tl"+~"). (B6) 

From the structure of V and W we have 

Vr~)(atl+b) = 15(8 - a)c5('Yj - b), 

W(~')(a'd'+b') = c5«()' - a')c5('Yj' - b'), 

(B3) and inserting this into (B6), we have 

In the same manner we define a unitary matrix W, 
which transforms the irreducible representation 
D~:.(G) into D~:8,.(G). 

0- is defined as the unitary matrix which reduces the 
direct product D~ .(G) X D~: ,.(G), that is, 

6 6 

V(~~')(!Q"d"+~") = 1 U(ad+b;a'd'+b')(!Q"d"+~") 

and 

aa' 
bb' 

X c5«() - a)c5('Yj - b)c5«()' - a')c5(rj' - b') 

This last relation is Eq. (19). 
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Remarks on the Nature of Relativistic Particle Orbits 

EDWARD H. KERNER 
Sharp Physics Laboratory, University of Delaware, Newark, Delaware 
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. Instantanc:ous.~ction-at-a-?ista~ce r~lativistic particle dynamics, embraced in Newtonian-like equa­
~Ions of motion )fi = Elxi' Xi) Wlt~ SUitable P's, is examined in once-integrated or "kinematical" form 
Xi = [;(xi' Vi) With Vi a set of ~st lltte&rals transforming as velocities. The Lorentz covariance require­
ments on [; are ~orked .out and Illustrative examples are given, including a family of many-valued ones. 
A general mean10g for 1Ote~als of X.I = !i being in.involution is adduced, and general counterparts to 
some well-known .theore~ 10 HamiltOnian dynamiCS are obtained accordingly. A novel elementary 
proof of the zero-1Oteractlon theorem is appended. 

I. INTRODUCTION 

The study of the motions of interacting relativistic 
particles has been built up since Maxwell's time 
from field theoretical ideas entailing simultaneously 
the description of the behavior of the mediating fields 
and their sources. The mathematical complications 
and physical inconsistencies of this scheme are well 
known. ~ff~ct~vely, no problem has been satisfactorily 
solved wIthm It and no clear idea as to how relativistic 
orbits are made up has come forth from it. 

In recent times the matter has been broached from 
the still older Newtonian tradition of action-at-a­
distance. This somewhat atavistic turn had been 
thought to be ruled out, because of the noncovariance 
of simultaneity and because of the finiteness of 
pro~agation speeds of fields that can possibly couple 
partIcles to one another. But already in 1949 Wheeler 
and Feynman,l harking back to Schwartzschild and 
Fokker, showed how electrodynamics could be placed 
on a direct (though not instantaneous) interparticle­
interaction basis, and Dirac, Thomas, and others! 
considered how to formulate a Hamiltonian theory of 
directly interacting relativistic particles. In the latter, 
however, world-line invariance had to be given up 
with a consequent major doubt of the meaning of the 
term "particle." Now, Van Dam and Wigner3 on the 
one hand have discussed manifestly covariant but 
integro-differential equations of motion of interacting 
particles. On the other hand, Kerner' in a rudimentary 
way for electrodynamics, and Currie5 and HiIl,6 
generally and definitively, have shown how an 

1 J. A. Wheeler and R. P. Feynman, Rev. Mod. Phys. 17 157 
(1945); 11, 425 (1949). ' 

a P. A. M. Dirac, Rev. Mod. Phys.ll, 392 (1949); L. H. Thomas 
Phys. Rev. 85, 868 (1952); B. Bakamjian and L. H. Thomas, Phys. 
Rev. 91, 1300 (1953); L. L. Foldy, Phys. Rev. Ill, 275 (1961). 

a H. Van Dam and E. P. Wigner, Phys. Rev. 138, BI576 (1965)' 
141, 838 (1966). ' 

• E. H. Kerner,1. Math. Phys. 6, 1218 (1965). 
6 D. G. Currie, Phys. Rev. 141, 817 (1966). 
• R. N. Hill, Bull. Am. Phys. Soc. 11,96 (1966); 1. Math. Phys. 8, 

201 (1967). 

ordinary Newtonian format of equations of motion 
(second-order equations of motion for each particle 
in the single coordinate time t) can be entirely com­
patible with the demands of special relativity; in 
particular, Hill6 has shown this explicitly for inter­
actions which in a conventional sense are said to go 
along light cones. Here the notion of world-line 
invariance is not only preserved but made central, 
and the redundancies due to the use of a proper time 
for each particle are eliminated. The cost, if it is that, 
is certain difficulties in putting together a Hamilton's 
principle for the dynamics, as foreshadowed in the 
zero-interaction theorem of Currie, Jordan, and 
Sudarshan.7 But a way around' is to use the Lie­
Konigs theorem, giving up physical positions as 
canonical while keeping Lorentz transformations 
canonical; an essentially unique route to the Hamil­
tonian statement of relativistic particle dynamics in 
this way has now been established.8 

In this paper, we further pursue the discussion of 
relativistic Newtonian equations of motion. We 
momentarily confine ourselves for simplicity of 
conception and exposition, and of results, to two 
particles moving in one dimension. It will be shown 
afterwards how to generalize the fundamental equa­
tions. The main question is, what restrictions on the 
particle orbits are compeIled by translational invari­
ance and Lorentz covariance requirements alone 7 
In away, the question is more geometrical than 
dynamical. It asks how to draw systems of world 
lines representing particle orbits in a space-time 
diagram such that the same rules applied in another 
space-time frame, inertial as was the first, give 
exactly the same systems of world lines. It is only by 
designation of what family of parameters is used to 
characterize the system of world lines that they are 
reckoned as dynamical orbits. So that, for instance, if 

• D. G. Currie, T. F. 1ordan, and E. C. G. Sudarshan, Rev. Mod. 
Phys. 35, 350 (1963). 

8 R. N. Hill and E. H. Kerner, Phys. Rev. Letters 17,1156 (1966). 
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initial values of coordinates and of slopes of world 
lines (initial, that is, for some inertial observer) are 
chosen to mark out the system of lines, they can be 
considered solutions of second-order differential 
equations. Thus we obtain a 4-parameter family of lines 
for two particles in one dimension, which solves struc­
turally the same equations of motion for all frames. 
There is no apparent reason of principle a priori why 
initial-position plus initial-velocity parametrization of 
orbits should be preferred over a higher-order and 
richer parametrization; physical experience seems to 
dictate only that the order of parametrization should 
be no lower. 

First, we indicate how relativistic orbits can be 
discovered more directly and simply than by 
constructing a relativistic dynamics and then solving 
it for the orbits. A family of orbits in the one-dimen­
sional two-particle case is developed, including specific 
illustrative examples. Second, we show how to extend 
these considerations to many particles in three 
dimensions. The main idea is to consider a set of 
first integrals of equations of motion rather than 
these equations themselves. In connection with this, 
several classical results of Hamiltonian theory on the 
relationships between symmetry transformations and 
integrals of motion and between first integrals and 
other integrals of motion, will be generalized for an 
arbitrary dynamics. Last, in the Appendix, a new and 
very simple proof of the zero-interaction theorem is 
sketched, as this theorem is important enough to all 
considerations of relativistic particle dynamics that it 
seems worthwhile seeing its workings from all possible 
sides. 

n. DYNAMICS, "KINEMATICS," "GEOMETRY"­
ONE DIMENSIONAL 

In order that the dynamics Vi = Fi be structurally 
invariant under Lorentz transformations, the neces­
sary and sufficient conditions on the "forces" 
F;(X, VI' V2), X == Xl - X2 = relative coordinate of 
two particles, have been developed by CurrieS and by 
HillS; 

The velocity of light c is taken as unity. These non­
linear partial differential equations are not easy to 
solve. Suppose, though, that solutions have been 
constructed, so that the orbits can be formally 
represented from the once-integrated dynamics as 

viet) = ViO + F;(Xo, V10 ' v20)t + t[(VIO - V20)(~:i)O 

+ (FI aFi) + (F2 aFi) Jt2 + ... aVI 0 aV2 0 

where ( )0 means that the enclosed quantity is eva­
luated using initial data Xo = x(O), viO = ViCO). This 
means that the motions can be thought to stem from 
the first-order equations9 

with IXI and 1X2 being integration constants fixed by 

ViO = IP;(Xo, 0(1, 0(2) 

(2) 

in terms of initial values. As only Xo, ViO enter O(k' we 
could just as well write 

(3) 

with the restriction on h that hCXo; Xo, V10 ' v20) be 
identically equal to ViO ' 

The once-integrated equations (2) are what we can 
convene to call "kinematics" in view of their being of 
first order, though they carry the full dynamical con­
tents of the original equations of motion Vi = Fi 
through their load of integration constants. 

We can easily obtain, in a calculation paralleling 
that of Eqs. (1), a set of partial differential conditions 
on the h of Eq. (3) that guarantees the form invariance 
v; = heX' ; X~ , v~o' V~o) of the kinematics under in­
finitesimal Lorentz transformations. But it is simpler 
to admit for the motion a conserved energy E and 
conserved momentum P that make up a four-vector, 
in view of the admitted time- and space-trans­
lational invariance of the dynamics. This involves no 
real loss of generality (see below) and is a physically 
interesting way to state first integrals of motion. We 
therefore replace Eqs. (2) by 

(4) 

where now E, P have simple well-defined transforma­
tion properties which the general IXl' 0(2 of Eq. (2) 
lacked. 

In the same way we can descend [as with Eq. (2)] 
down to a "geometrical" construction for the orbits 

• E. P. Wigner, Progr. Theoret. Phys. (Kyoto) 11, 437 (1954), 
remarks on the inappositeness of certain types of "kinematical" 
equations for relativistic particle motions. 
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by going to the twice-integrated equations of motion 

Xi = V',(t, PI' Pa, Pa, (4), 

or as in Eq. (3), 

Xi = XiO + Xi(t, Xo, VIO , VaO)· 

Again, partial differential conditions on Xi may be 
built out of the requirement of covariance of these 
equations for the orbits. 

The kinematics (4), sitting half-way between the 
dynamics and geometry, seem to have elements of 
special simplicity. Let us conduct an infinitesimal 
Lorentz transformation,5.6 calling P on orbit 1 
simultaneous with Q or orbit 2 in one frame, and P 
simultaneous with a neighboring point Q' on orbit 2 
in a neighboring frame: 

v~(P) = v1(P) - v(1 - v~(P», 

xi(P) - X~(Q') 

= XI(P) - X2(Q) + vV2(P)(xl(P) - X2(Q», 

E' = E - vP, 

P' = P - vE, 

which takes v~ (P) = tpI(X~ (P) - X~(Q'), E', PI) to 

VI - (1 - vDv = tpl(X, E, P) 

+ xv....J2 - p....J2 - E..!EJ V ( 
0 0 0 ) 

a OX oE oP' 
(correct to first order in the infinitesimal relative V of 
primed and unprimed frames) together with a similar 
equation in tpa. Now covariance of the "kinematics" 
Vi = tpi(X, E, P) instructs that the tpi necessarily and 
sufficiently satisfy 

2 o~ o~ o~ 
tpi - 1 = Xtpa OX - P oE - E oP , 

2 _ 1 _ otpa _ P otpa _ E otpa 
tpa - Xtpi OX oE oP . (5) 

These are the simple "kinematical" counterparts to 
Eq. (1). When solved we can if we wish regress back 
to dynamical equations Vi = Fi through differentia­
tions and then eliminations of E and P, or else go 
forward by integration to obtain orbits .. By inverting 
E = E(x, VI' Va) and P = P(x, VI, Va), we get these 
basic integrals of motion directly in terms of primitive 
variables. The nonlinear system (5) comprises a 
statement on all possible differentiable laws of two­
particle one-dimensional relativistic "kinematics." 

Introducing the new variables 

P-E 
~ = log x, TJ = ! log P + E' ,=! log (pa - E~, 

they may be written 

a_I _ Otpl Otpi 
tpi - tpa o~ + 0Tj , 

m2 _ 1 = m otpa + otpa . 
'1'2 '1'1 o~ OTJ 

(6) 

The variable " being a scalar invariant, has naturally 
fallen away. 

One of the simplest solutions is that for which tpi 
are independent of TJ. Then 

and the integratiori proceeds directly to 

a a 4~XaX~ 
VI = tpl = 1 - a 2 a ' 

(X + XO) 
2 2 4~/XaX~ 

Va = tpa = 1 + a 2 a . 
(X - XO) 

Xo and ~ being integration constants and ~ + ~' = 1. 
Differentiation and elimination of ~~ Xo here gives the 
Lorentz covariapt dynamics 

. (1 - V~)(V2 - VI) 
·VI = , 

XVa 

. (1 - V~)(Va - VI) 
Va = . 

XVI 

These are further discussed by Hill.IO This is a rather 
special case in that the tpi are independent of TJ, 
therefore of PIE, and P, E here are not independent 
integrals of motion. 

Another elementary solution is that for whIch 
tpl = tpa = tp (then VI - Va = 0 and X = const) giving 
the integral . 

X(TJ + tanh-1 tp, ~ - ! log (1 - tp2» = 0 

of the one linear partial differential equation for tp 

(X = arbitrary function). 
A third is tpi = ± 1, and for tpa, 

m2 _ 1 = ± Otp2 + Otp2 
'1'2 O~ OTJ ' 

or 
tpa = tanh (O(e - TJ) T ~) 

with 0 arbitrary. In what sense, if any, the particle 1 
moving along a light cone can be thought of as the 
"kinematical" resurrection of a massless field, cannot 
be seen until the many particle case is examined in 
detail. 

A fourth is that coming from the assumption that 
both tpi and tpa are functions of a linear function 

10 R. N. Hill. J. Math. Phys. 8, 1756 (l967). 
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~ + Y'YJ of the independent variables. Then 

1 - If~ d 1f2 Ifl + Y ---=----, 
1 - Ifi d Ifl 1f2 + Y 

or 

Y + 1f2 (1 + 1f2)" 
1 - 1f2 Y + 1f2 

(7) 

= A Y + Ifl (1 + 1f1)" 
~ - Ifl Y + Ifl (

a:= L=...!), (8) 
y+l 

A being a constant of integration. More generally, if 
we take 1f2 to be a function R( 1f1) of 1f1' then Eqs. (6) 
read: 

If~ - 1 = Rlfl~ + 1f1~' 
R2 - 1 
~ = Ifl 1f1; + 1f1~' 

or solving for Ifl~' 1f1~' 

R'(If~ - 1) - (R2 - 1) 
1f1~ = R'(R - 1f1) , 

1f1~ = (R2 - I)R - R' 1f1( Ifi - 1) 
R (R - 1f1) . 

The compatibility condition 1f1~~ = 1f1~~ now produces 
the ordinary equation for R, 

R'(R - 1f1)2(R2 - 1)( Ifi - 1) 

X {R" _ (R')2 Ifl + 3R + R' R + 3lfl} = 0 
R2 - 1 Ifi - 1 ' 

whose first integral is just Eq. (7) and whose complete 
solution is then Eq. (8). That is, the restriction that 
Ifl and 1f2 have common linear arguments can be 
dropped in favor of their being functions of one 
another. 

The integral (8) does not hold for Y = ± 1. In these 
cases, it is replaced by 

(
1 + 1f2 1 - 1f1) 2( 1f2 - 1f1) --- . -- exp = const. 
1 - 1f2 1 + Ifl (1 ± 1f1)(1 ± 1f2) 

To see Eq. (8) more simply, define (1 + Ifi)/ 
(y + Ifi) := Aizi , so that 

or 
Z~ + Zz = (a - l)(aB)-,,/(q-llB, 

providing the scale factor A2 is chosen according to 
A; = aA 2B. 

The occurrence of branches may not be without 
physical interest nor may it be atypical, so that 
there is a hint that the notion of "orbit" itself 

may have to be generally understood rather differ­
ently and more broadly relativistically from what it is 
classically. The many valued ness of forces in rela­
tivistic dynamics has already been otherwise noticedll 

in connection with particular solutions to Eq. (1). 
Through simple particular choices of A, y, a number 
of explicit examples of "kinematics" can be worked 
out in terms of known functions. 

ID. GENERALIZATION 

Now consider the problem of many particles in 
three dimensions. In order to follow the previous line 
of development, we need a set of first integrals of the 
starting dynamics with known transformation prop­
erties. 

Let the dynamical equations Xi = Fi (i ::::: 1, ... , n) 
be written as Xi = Vi' Vi::::: F i , or coIIectively,)\ = 
hey) with Yi' ... ,Yan being the Cartesian components 
of Xl,'" ,Xn and Yan+!" .. 'Y6n being those of 
Vi' ••• , Vn , as in previous work.S•IO Also writing 
Yo = t, the Lorentz covariance of the dynamics can be 
stated by writing an infinitesimal pure Lorentz trans­
formation as 

Yk -- Yk + Egk(y), 

Yo --Yo + EgO(Y) 

with appropriate g's. Then, 

. . + (. Ogk ., ago) 
Yk -- Yk E Yp oYP - YkYp oYP , 

fiY) -- fk(Y) + Egp ~fk , 
uyp 

(sum on f3 from 0 to 6n) correct to first order in E, 

and calling C the operator gp%yp and D the operator 
/p%yP (substantial time differentiation under the 
motion yP = /P) the covariance of the equations of 
motion is guaranteed when the f's satisfy 

(9) 

These conditions generalize in a convenient form those 
like Eq. (1) relating to the special case of two particles 
in one dimension. Invariance of the equations of 
motion to time and space translations and spatial 
rotations can be reckoned manifest when the forces 
Fi are taken to be time-independent three-vector 
functions of relative positions Xk - Xl and velocities 
Vk • 

The existence of a set of Lorentz scalars that are 
time-independent constants of motion can be seen 
readily. If () is such a scalar, explicitly translationaIIy 
invariant through a dependence only on components 

11 E. H. Kerner, Phys. Rev. Letters 16, 667 (1966). 
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of Xl: - XI == Xrcl ano Vk, we must have 

£./1 = 0, 
Rl) = 0, 

DO = 0, 

(10) 

where Ci , R; are generators for infinitesimal pure 
Lorentz transformations and spatial rotations about 
three Cartesian axes. The commutator (D, Ci) = 
DCi - CiD is 

(i) 0 0 
(D, Ci ) = (Dgp ) - - (C;[p) - , 

oYP oYP 
or using Eq. (9), 

(D, Ci ) = fp(Dg~i» -00 = (Dg~i»D. (11) 
Yp 

In similar fashion, 

(D, R i ) = 0, (RiO R;) = Ei;~k' 
(C;, C;) = - E;ikRk' (R;, Cs) = EiikCk • 

Owing to these, the system of seven partial-differential 
equations (10) for 0 is complete in that no new 
equation can be produced from (Am' An}O = 0, 
where the A's are any ofC;. RiO D. From the classical 
theoryI2 of such systems, we know there will be 
(6n - 3) - 7 = 6n - 10 functionally independent 
integrals depending on the 6n - 3 independent 
variables (Xk - XI)i, (Vk)i (onlyn - 1 oftheXk - XI 
being independent); these can be referred to as 
ZI' • • • , ZOn-3 • 

Travelling a similar path, the existence of four­
vector integrals of motion can also be shown, but it 
will be simpler and more useful for our purposes to 
look for three-vector integrals V transforming as 
velocities. Accordingly, we ask for solutions to 

CV = VV - I, 

RV = -Ix V, 

DV=O, 

(12) 

again presuming V to be translationally invariant by 
construction. This set, written out as AiV, = Jil(V) 
(i = 1,· .. ,7; 1= 1, 2, 3), is in the same sense as 
before, complete. Under a linear reorganization, 
ocki(y)A. VI = OCkiJiP or say Bk VI = Kkl , it is easy to 
see that the set remains complete. By a suitable 
nonsingular choice of oc, it can therefore be arranged 
that Bk is of the form OIOZk + terms independent of 
OIOZk' so that the system can be written as 0 VdOZk = *, 
where * contains only the independent variables, the 
dependent variables and derivatives (parametric 
derivatives) of the latter other than OVdOZk. The 
system now is in normal form, being in fact of 

12 A. R. Forsyth, Theory of Differential Equations (Dover Publica­
tions, Inc., New York, 1959), Vol. 5. 

Konig's type.12 Its completeness signifies its complete 
integrabiI:ty and we are therefore assured of the 
existence of a family of first integrals transforming as 
velocities. 

As will be described below, based on the fact that in 
a free-particle limit, the particle velocities themselves 
are constents of motion, we may assume that for the 
n-particle r>roblem there are at least n velocity-like 
first integrals that are time- and space-translationally 
invariant. The statement of "kinematics" can now be 
ftamed quite generally as 

(13) 

[replacing Eq. (4)] with ~'s disposed to make the 
"kinematics" Lorentz covariant; namely, under 
infinitesimal Lorentz transformation at velocity v for 
which 

and 

Vi ~ Vi + (ViVi -I) . V, 

Xii ~ Xii + VIXil' V, 

VI ~ VI + (VIVI - I). v, 

Eqs. (13) are to be maintained up to first order in v, 
so that 

..:F. ..:F. ( O~i..:F. 04»i 

.... ;'·*'i - 1= VIVI - I) . -0 + Xil .... 1 '-0 
VI Xii 

[replacing Eq. (5)]. These are the general conditions on 
~i giving all covariant "kinematics." [To recover the 
equivalent of the previous one-dimensional result, 
write 

.J.2 _ 1 = (y2 _ 1) OCP1 + (V2 _ 1) OCP1 + X.J. OCP1 
'fl 1 oV

I 
2 oV2 'f2 aX ' 

.J.2 _ 1 = (v,2 _ 1) OCP2 + (v.2 _ 1) OCP2 + .J. OCP2 
'f2 1 oV1 2 oV2 Xn OX ' 

or with VI = -tanh WI' Va = -tanh W2, and then 
f/' = t(W1 + wz), r = t(WI - w2), ~ = 10gX, 

.J.2 _ 1 = .J. OCP1 + OCPl 
'f1 'f2 o~ Of/' ' 

.J.2 _ 1 = .J. 04>2 + OCP2 
'f2 'f1 O~ Of/' ' 

as in Eq. (6).] 
We now consider some properties of the velocity­

like integrals that have been used to formulate "kine­
matics." 

The thought behind their introduction, and a 
physical reason why they could have been expected to 
exist in the first place, is that in the important case 
that a particle dynamics Xi = Fi admits an asymp­
totic region where, under wide separation of all 
particles, the forces fall off fast enough to give free 
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particle motion, Xi ---+ 0, then here the velocities Vi them­
selves are first integrals, so that it is natural to see 
whether there are general integrals Vi asymptotically 
agreeing with Vi' and maintaining the transformation 
character of velocity in the interaction region as well. 
We can see directly that 

DVi == (Vk.~ + Fk.~)Vi = 0 
0Xk oVk 

is a Kowalewskian system for which, if Fk is regular 
and vanishes at XkZ = 00, there are solutions in a 
finite vicinity of the hyper surface XkZ = 00 in the 
combined position and velocity space, for which 
Vi ---+ Vi. Then from Eq. (12) we have [also using Eq. 
(11)] 

D{CV - (VV - J)} = CDV + (Dgo)(DV) 

- (DV)V - V(DV), 

D{RV + J x V} = RDV + J x DV, 

so that as DV == 0, both CV - (VV - J) and 
RV + J x V will continue to vanish in the neighbor­
hood of the infinite hypersurface as they do upon the 
hypersurface where Vi = Vi. This means that the 
asymptotic integrals Vi = Vi do indeed propagate into 
the interaction region with their transformation 
character intact.I3 

Next we show that the integrals Vi which ---+ Vi are 
in involution, and that the remaining integrals of 
motion of Vi = Fi can be obtained by quadrature. 
This amplifies a well-known result in Hamiltonian 
theory.14 

Again writing the second-order dynamics Vi = Fi 
as the system of first-order equations Yi = fly), we 
always have for the latter the possibility' of repre­
senting them as Euler-Lagrange equations: 

or 

or 

(
OUm _ OUi)Yi = _ oH , 
0Yi OYm OYm 

. oH 
Yi = -Yima' 

Ym 

of the variational principle 

(14) 

(ry = 1); 

(15) 

13 One of course cannot get from this appeal to the local existence 
theor~m of Cauchy-Kowalewski a global result on the existence 
everywhere of integrals Vr that go over into Vr asymptotically. 

14 E. T. Whittaker, Treatise on the Analytical Dynamics of Particles 
and Rigid Bodies (Cambridge University Press, New York, 1960). 

In principle Ui dYi (i = 1, ... , 6n) can be reduced to 
Piy) dQiy) (0( = 1, ... , 3n) (Pfaff's problem), where­
upon the dynamics gets cast into Hamiltonian form 
(Lie-Konigs theorem). But the Hamiltonian appara­
tus is really available without this explicit and in 
practice often prohibitively difficult reduction. For, if 
the reduction is made we have the general Poisson 
bracket 

(A, B) = oA oB _ oA oB , 
oQ" oP" oP" oQ" 

which is readily translated back to the primitive y 
variables, 

(A, B) = (OA oB _ oA OB) oYz OYk 
OYk oYz oYlOYk oP" oQ" 

_ oA oB (OYk OYI _ OYk OYl) 

0Yk oyz oQ" oP" oP" oQ" 
oA oB 

= ;- (Yk' Yl);-· 
uYk uyz 

But 

A = (Yk, H) = OYk oH _ OYk oH 
oQ" oP" oP" oQ" 

oH 
= (Yk' Yz);-, 

uYI 

andacomparisonwithEq. (14) shows (Yk'YZ) = -Ykl' 
so that in terms of primitive variables alone,I5 

oA oB 
(A, B) = - - Ykl-' (16) 

OYk 0Yl 

The framework of the variational prip.ciple, Eq. 
(15), is therefore entirely sufficient for "Hamiltonian" 
discussion, canonical variables as such being dis­
pensable. 

Now we can give primitive meaning to integrals of 
motion being in involution: If our velocity-like inte­
grals Vm = Sm(y) (m = 1, ... ,3n) are in involution, 
it is to say in the sense of Eq. (16) that (Sm, Sn) = O. 
Now the integrals which asymptotically go over into 
the particle velocities themselves are asymptotically 
in involution. By Jacobi's identity we have 

(H, (Sn' Sm) + (Sn, (Sm, H) + (Sm, (H, Sn) = 0 

and since (H, S) = DS = 0 for all S, 

D(Sn, Sm) = o. 
Thus the involution character of the velocity integrals 
is preserved at least a finite way into the interaction 
region. 

These integrals, being half the total, and in involu­
tion with each other, may be used to get the remaining 

16 The possibility of this type of Poisson bracket was mentioned by 
J. L. Martin, Proc. Roy. Soc. (London) A251, 536 (1959). 
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integrals by one quadrature and thus can give a com­
plete integration of the dynamics, as follows. 

Let us call y, or Yt the last half of the collection of 
all Y variables, that is, the components of particle 
velocities, and Ya or Yb the first half, comprising the 
particle coordinates. Considering V m = Sm(Ya' Y.) to 
be inverted to Y. = 1ps(ya, V), we have on the one hand 
using Eq. (16) 

Ys = (Y., H) = -YsIHI (HI == oH/oy,); 

and on the other hand 

. otps. otp. (H) H 
Ys = a Ya = a Ya' = -tp.aYal I' 

Ya Ya 

where tpsa is written for otp,/oYa so that 

(Y'I - tp,aYal)H1 = 0, 

or splitting the sum on I, 

(Yst - 1psaYat)Ht = -(Ysb - tpsaYab)Hb· (17) 

The involution character of the integrals is expressed 
by 

0= (y, - tpa'Yt - tpt) 

= (y., Yt) + (tp .. tpt) - (tp., Yt) - (y" tpt) 

= -Yat - tp,aYabtptb + tp,aYat + Y,btptb' (18) 

or 

Multiplying the last by H t and summing on t yields 

(y.t - tpsaYat)Ht = (Y'b - tp,aYab)tptbHt' 

whence by Eq. (17), 

(Ysb - tp,aYab)(Hb + tptbHt) = O. 

As will be seen in a moment, Y,b - tp,aYab is nonsin­
gular, so 

_ oH otptoH 
Hb + tptbHt = - + - -

OYb 0Yb oYt 

= oH(Ya' tp.(Ya» = O. (19) 
OYb 

That is, H(Ya' y,) written in terms of Ya alone as 
H' = H(Ya' tp'(Ya»' by using the basic integrals 
Y, = tp,(Ya)' is independent of all Ya. 

Corresponding to the partition of the y's into Ya' 
Y., we may partition the matrices rand Y into 

with all of A, B, a, b anti symmetric and the reci-

procity ry = 1 between the two is then embraced in 

Aa - K'k = 1, (20a) 

Ak + Kb = 0, (20b) 

Ka + B'k = 0, (2Oc) 

Bb - Kk = 1, (2Od) 

while the involution statement Eq. (18) is 

b - tpk + 'kip + tpaip = 0, (21) 

where tp stands for the matrix (tp),a == tp,a = otp,/oYa. 
Multiplying Eq. (21) on the left by K and replacing 
K'k by Aa - 1 [from Eq. (20a)] and Kb by -Ak 
[from Eq. (20b)] and grouping terms together, gives 

-ip = (A + Ktp)(k - aip). (22) 

Note that tp is nonsingular; for if Itpl = IOtps/oYal were 
to vanish, then the Y., the components of particle 
velocities, would not be independent. Hence, A + Ktp 
and k - aip are nonsingular; the transpose of the 
latter is 'k + tpa or - (-'k) + tpa, whosenonsingularity 
was just used in deriving Eq. (19). Multiplying Eq. 
(22) through by K(A + Ktp)-l on the left and putting 
in Ka as -B'k and Kk as Bb - 1 from Eq.(2Oc) and 
(20d) , where they occur in the right-hand side, 
produces 

-K(A + Ktp)-lip = B(b + 'kip) - 1; 

or using b + 'kip from Eq. (21), 

-K(A + K1p)-lip = -Btp(A + Ktp)-lip - 1, 

and finally rearranging the latter, 

ipK = ipBtp + A + K1p. (23) 

In other words, Eq. (23) is a purely formal algebraic 
consequence of Eq. (21). It has the following signifi­
cance. 

In the variational principle Eq. (15), we may write 

Ui dYi = Ua dYa + U. dy" 
and may introduce Y. = 1p'(Ya) giving 

Ui dYi = (Ua + U. ~tp.) dYa == Wa dYa· 
Ya 

The differential form Wa dYa will be exact only when 
the integrability conditions 

oWa oWb -=-
OYb OYa 

are met. Written out in full, these are 

rab + rattptb + rtbtpta + r"tpoatptb = 0, 

or in the language of the partitioned r matrix 

A + Ktp - ipK + ipBtp = 0, 
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which is just Eq. (23). This is to say: integrability and 
involution conditions are translations of one another. 

Thus we have shown altogether that in consequence 
of the basic integrals being in involution, the action 
integrand 

VidYi - Hdt 

is an exact differential 

[ Va(Ya, 1f.(Ya» + V.(Ya' 1fs) :;~J dYa - H(Ya' 1f.) dt 

= d[M(Ya) - H't] == dR(Ya' V, t), 

when, employing these integrals, Ys is written in terms 
of Ya throughout. 

Now we compute 

d oR . 0 oM oR' 
-- =Ya-- ---
dt oVn oYa aVn oVn 

. oWa oH 01fs 
= Ya oVn - 01f. oVn ' 

and in a subcomputation 

oWa oVa 01fs oVt 01f. 01ft 02"P. 
-=--+---+V--
oVn 01fs oVn 01fs oVn OYa 8 oVnOYa . 

Since Ya01ft/oYa is Yt, the first two terms inYaoWa/oVn 
amount to 

Ym(OVm) (01fs) 
01fs aVn 

(m summed from 1 to 6n), so placing Ym = -YmIHI 
(/ similar to m), we find 

oVm = -r + oVs 
~ sm ~ 
U1f. UYm 

and r.mYml = <5.1 , the { } is 

OV. . avs . 
-Ymla HI = Ym a = V., 

Ym Ym 

while the last term is 

This brings us to 

d oR d ( 01fs) 
dt oVn = dt Vs oVn 

from which 

oR V 01fs . 
;- - 8 - = constant of motion. 
uVn oVn 

These clearly are the remaining independent integral, 
of motion, all of them linear in t and all stemming out 
of the single quadrature for R, 

R = f WiYa' V) dYa - R't. 

According to the foregoing development, the 
position of "kinematics" relative to dynamics and 
"geometry" can be summarized in the following 
schematic fashion: 

"Kinematics" ---+ Dynamics with half the integrals 
known and in involution ---+ "Geometry" by construc­
tion of the remaining integrals. 

IV. CONCLUSION: INTEGRALS AND 
SYMMETRIES 

We conclude by showing in the language of the 
primitive variables Ya what the connections are be­
tween integrals and symmetry transformations. This 
recovers in general form some known results of 
Hamiltonian theory, which also have been discussed 
by Hill10 in another context. 

In the action integrand, Eq. (15), for uniformity 
write 

(Vdi - H)dt = VidYi - Hdt = V",dYa 

with summation on IX from 0--6n, dt being dyo, and 
- H being VO' An infinitesimal symmetry trans­
formation Yy ---+ Yy + Eg/y) will be a canonical 
transformation just when 

VaCY y + Egy) d(Ya + Ega) - Va dYa 

= exact differential, dT(y) , 
viz., when 

(24) 

If this condition is satisfied, rearrange it through 
Vyog)oYa = o(Vygy)/aYa - gyoVy/ay"" into 

(
oVa OVY) 0 
-;- - -;- gy == -ryagy = ;- (T - Vygy). (25) 
uYy uYa uy", 

Multiplying by Ya and summing on IX gives 

- gyryaYa = Ya f (T - Vygy) = D(T - Vygy), 
Ya 

but 

r . - r . + oVy cWo 
yaYa - YiYi ~ - ~ 

uYo uYy 

(i = 1, .. " 6n; oVa = 0) 
oYo 
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vanishes because of the Euler-Lagrange equations of 
motion, Eq. (14). Therefore, 

T - Uygy = integral of motion going with 

symmetry transformation Y y -+ Y y + €g ~ . (26) 

This is Noether's theoreml6 for the dynamical scheme 
embraced in the variational principle Eq. (15). 
It should be emphasized that the use of the theorem 
requires two steps: first, the test, [Eq. (24)] whether 
or not a supposed symmetry transformation is canoni­
cally represented, and if it is, the evaluation of T; 
second, having T, the calculation of the integral 
[Eq. (26)]. 

A kind of converse to Noether's theorem is the 
construction of symmetry transformations from 
integrals of motion. Thus, suppose Yi -+ Yi + €gi' 
t -+ t + €go is a symmetry transformation of the 
equations of motion I'iiY; = OUO/OYi = Uo;. Then 
writing 

r ( )d(y; + €gj) ( 
i1 Yt + €gt d(t + €go) = Ua; y, + €g,) 

to terms of first order in € gives the so-called varia­
tional equationsl4 

. I' + OI'iI' 02Uo . r' (2 g; if g,-;- Yi = gt~ + go ilY; 7) 
uy, UYiUY' 

for gil.' Now if rp(y., t) is any integral of motion, a 
solution to the variational equations is 

orp 
rijg; = -, go = O. (28) 

°Yi 

For, using Eq. (28) and the equations of motion, the 
first term in Eq. (27) may be written as 

D orp _ J\;y; (D = ~ + yi.i.), 
oY; at oY. 

the second as [using the identity (Orii/aYI) + 
(aI'li/ay;) + (ariz/aYi) = 0] 

and the third as 

g/l\t + g/;li Y;, 
uY; 

o orp ogl oUo 
0Yi . at - oY; . OYI ' 

giving for Eq. (27) upon rearrangements and cancel­
lations, 

o;~ [:q; - r mlg/] = 0, 
Y. Ym 

so that Eq. (27) is indeed satisfied by Eq. (28). 

18 E. L. Hill, Rev. Mod. Phys. 23, 253 (1951). 

In view of Eq. (25), we can say that for every inte­
gral of motion there is a canonically represented 
symmetry transformation described by Eq. (28). 
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APPENDIX: ELEMENTARY PROOF OF ZERO­
INTERACTION THEOREM 

The theorem states that only free-particle motions 
are possible for a system of relativistic particles des­
cribed in a Hamiltonian dynamics giving invariant 
world lines, when: (a) Lorentz transformations are 
canonical transformations, and (b) when physical 
particle positions are taken to be canonical coordi­
nates. The manner in which (b) particularly forces 
zero interaction has been brought out especially 
cogently by HiIl,1° It is in fact just by giving up (b) 
that one can open up the development of a canonical 
scheme for relativistic interacting-particle dynamics on 
an instantaneous action-at-a-distance basis.4•8 

In the present proof, let us begin by supposing an 
ordinary Hamilton's principle for the motion of two 
particles in one dimension, 

<5 J L(XI' X2' Xl' X2' t) dt = 0 

which is just as good as starting with Hamiltonian 
equations of motion, and of course incorporates the 
canonicity of particle coordinates Xl' Xa. If an 
infinitesimal time translation t -+ t + € is to be 
canonical, we must have L(t + €) - L(t) be, up to 
first order in €, an exact derivative, 

aL= DE, 
at 

where E can depend at most on Xl' X2, t. Placing 
E = oEI/ot, this integrates to 

L = DEI + E2 , 

where E" can depend on Xl, Xli' Xl' Xli but not on t. 
As L is always indeterminate up to an added exact 
derivative, it will be no loss to assume L is at the 
outset L(XI' Xa, Xl' X2), i.e., that time-translation 
invariance is manifest. 

In similar fashion, for an infinitesimal space 
translation Xl -+ Xl + E, X2 -+ Xli + E to be canonical, 
it must be demanded that 

oL iJL 
;- +;- = DF(Xl' Xli)' 
aXl aXli 
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or with 

that 

F = [(O/OXl) + (O/OX2)]Fl(Xl, X2) 

L = DFI + F2(Xl - X2, Xl' X2)' 

and therefore, with impunity, L can be taken to be 
dependent only on the relative coordinate X == Xl - X2 
and on Xl and X2· 

For an infinitesimal pure Lorentz transformation in 
which, say, a point P on orbit 1 (to the right of orbit 
2) in one frame is simultaneous with Q on orbit 2, but 
in another frame moving at infinitesimal speed v is 
simultaneous with point Q' on orbit 2, slightly earlier 
than Q, we have, up to first order in v [as in the dis­
cussion preceding Eq. (5)], 

t -+ t - VXl, 

X -+ X + XX2V, 

Xl -+ Xl - (1 - xDv, 

X2 -+ X2 - (1 - x~)v - XX2V. 

The last term in the last line is needed just because of 
the shift in world point Q -+ Q' on orbit 2 that speaks 
to the noncovariance of simultaneity. Under this 
transformation, the action integrand L(X, Xl, X2) dt 
goes into 

L( . .) d {. oL (1 .2) oL X, Xl' X2 t + V XX2 - - - Xl -
0Xl 0X2 

(1 .2) oL .. oL L} - - X2 -. - XX2 -. - il , 
OX2 OX2 

and in order that the infinitesimal Lorentz transforma­
tion be canonical, the { } must be an exact derivative, 

oL 2 oL 2 oL 
XV2 - - (1 - VI) - - (1 - v2) -

oX oVl oV2 

- XV2 oL - vlL = DG. (AI) 
oV2 

It should be noted that the occurrence of the higher 
derivative V2 in the { } is signifying that under in­
finitesimal Lorentz transformation the action inte­
grand is rather drastically altered: The variation of 
the transformed action gives Euler-Lagrange equa­
tions of motion of higher order than the original action, 
unless the transformation is indeed canonical. Under 
finite Lorentz transformation, the transformed action 
would lead to infinite order equations of motion if the 
transformation was not canonical. The infinitesimal 
increment v{ } is not different, as a calculation shows, 
from what is obtained at the corresponding stage in 
the proofs7•lO that proceed directly in a canonical 
framework. 

As the left side of Eq. (AI) does not involve VI' the 
function G can at most depend on X, V2. Writing 

G = -XG2(X, v2) gives in Eq. (AI) the terms 

xv2 1.. (L - G2) 
oV2 

that alone involve V2. Hence L - G2 must be a func­
tion solely of X, VI' i.e., L = Gl(X, VI) + G2(X, vJ. 
After some cancellations, what remains of Eq. (AI) 
is then 

oGl oG2 XV2 - + XVI - - VlGl - V2G2 
oX aX 

( 2) aGl 2 oG2 - 1 - VI - - (1 - V 2) - = o. (A2) 
OVI aV2 

Now dissect this equation with the operator a2/OVlOV2 
to give 

o2Gl + o2G2 = 0, 
OVlOX oV20X 

whereupon, since Gl involves VI but not V2, and G2 

conversely, 

o2Gl GA(X) 
--=--, 
OVlOX aX 

Gl = vlA(x) + Bl(X) + °l(Vl), 
o2G2 oA(X) 
--=---, 
OV2GX oX 

G2 = -v2A(X) + B2(X) + °2(V2), 

(A, B, 0. arbitrary functions) so that L is now of the 
form 

L = (VI - vJA(X) + Bl + B2 + 01 + °2. 

Here the first term may be discarded as it is only 
trivially adding to L, the exact derivative D S A(X) dX. 

This brings Eq. (A2) to the form (primes meaning 
derivatives) 

XV2B{ + XVlB~ - (1 - v~)O{ - (1 - v~)O~ 

- vl(Bl + (1) - v2(B2 + (2) = o. 
Now dissecting with o/OX, yields 

vl[(XB2)' - Bn + v2[(XB{), - B2] = 0 

from which, each [ ] having to vanish separately, Bl 
and B2 work out simply as 

Bl = 0(1 + lPx + Y/X, 

B2 = 0(2 + lPx - Y/X 
with 0(, p, Y arbitrary constants, of which 0(1' 0(2, and 
y can plainly be ignored. Thence the remainder 

(1 - v~)O{ + VIOl + (1 - V~)02 + V202 = 0 
splits into (A being a separation constant) 

(1 - vDO{ + VIOl = A, 

(1 - V~)02 + V202 = -A, 
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or 
01 = AV1 + oil - VDI, 
O2 = -AV2 + oil - v~)l 

with arbitrary constants (/. Ignoring the trivial A 
terms, the Lagrangian is boiled down to 

L = (/1(1 - v~)l + (/2(1 - v~)i + (3X. 

None other is allowed that lets Lorentz transforma­
tions be canonical. 

One small fish slips through the net. The interaction 
term17 (3x gives equal and opposite constant forces 
acting upon the particles, placing them in hyperbolic 
motion. This corresponds to the physically realizable 
case of uniformly charged parallel planes in motion 
along the direction perpendicular to them. With this 
one exception, we have shown that only a sum of free­
particle terms can make up the Lagrangian under the 

17 A slightly more general analysis permits an arbitrary linear 
combination of Xl, XJ. 

hypotheses (a) and (b). The proof for two particles in 
three dimensions is readily constructed along com­
pletely parallel lines, and need not be set out in detail, 
starting from a Lagrangian that is manifestly time­
and space-translation invariant and also rotationally 
invariant through dependence on only the three-scalars 
X2, v~, V~, VI' X, V2' X, VI' V2 (as well as X· VI X V2 
if desired). A sequence of straightforward dissections 
in the same vein as above leads to the strict zero­
interaction result without any exceptions. 

The extension not only to many palticles but to 
Lagrangians that at the beginning contain higher 
derivatives than just velocities also proceeds in the 
same fashion. In the latter case, curved world lines 
are readily possible, but they do not come about from 
coupled equations of motion for the particles, but 
only from separated equations of motion, one for each 
particle, consequent from uncoupled single-particle 
terms in the Lagrangian. 
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1. INTRODUCTION 
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an ad hoc manner from time to time to allow for the 
ever increasing number of "elementary" particles. 
This has led several authors12 to search for a single 
universal field, which, it is hoped, would contain all 
the diverse particles and fields observed in nature as 
special cases. The field equations in such a theory 
must necessarily be nonlinear, for a linear theory 
would allow superposition of different solutions and 
thereby exclude interaction between particles. Indeed, 
in nonlinear theories the force law between particles 
and their equations of motion in general follow as a 
consequence of the field equations themselves and do 
not need to be introduced as separate postulates. One 
thinks of the remarkable achievement of Einstein, 
Infeld, and Hoffmann20 in deriving the equations of 
motion of gravitating bodies from Einstein's field 
equations. 

Thus, from the point of view of particle interaction, 
nonlinear field theory is logically simpler than a linear 
one in that we need fewer postulates. However, if we 
accept a nonlinear system of field equations, we are 
faced with the problem of how to represent a "par­
ticle." Since we would like to insist that a satisfactory 
field variable should satisfy the field equations 
everywhere, we cannot regard particles as point 
singularities as in linear theory. Instead we might pic­
ture the representation of an N-particle system in an 
ideal classical theory somewhat as follows: there 
would exist classes of regular solutions of the field 
equations with N distinct local maxima of energy 
density (or some such quantity) at any given time. 
As time develops, these maxima would trace out 
timelike world lines, about which the energy remains 
localized. If the particles were unstable, these "tubes" 
of energy would be expected to dissipate in a time of 

12 A. Einstein, Ref. 1, Appendix II ; W. Heisenberg, Rev. Mod. Phys. 
29,269 (1957), and papers reviewed there; H. P. Diirr, W. Heisen­
berg, H. Mitter, S. Schlieder, and K. Yamazaki, Z. Naturforsch.l4a, 
441 (1959); w. Heisenberg, in Proceedings of the 1960 Annual 
International Conference on High-Energy Physics at Rochester 
(Interscience Publishers, Inc., New York, 1960), p. 851; F. Giirsey, 
Nuovo Cimento 3, 988 (1956); G. A. Sokolik, Dokl. Akad. Nauk 
SSSR 106, 429 (1956) [English transl.: Soviet Phys.-Doklady 1, 57 
(1956)]; R. J. Finkelstein, C. Fronsdal, and P. Kaus, Phys. Rev. 
103, 1571 (1956); T. H. R. Skyrme, Proc. Roy. Soc. (London) 
A247, 260 (1958); A252, 236 (1959); A260, 127 (1961); A262, 237 
(1961). 

13 S. D. Drell, Phys. Rev. 79, 220 (A) (1950); S. P. Lloyd, Phys. 
Rev. 77, 757 (A) (1950); F. A. Kaempffer, Phys. Rev. 99, 1614 (L) 
(1955); I. Bialynicki-Birula, Phys. Rev. 130,465 (1963). 

U R. H. Hobart, Proc. Phys. Soc. (London) 82, 201 (1963); 85, 
610 (1965); G. H. Derrick, J. Math. Phys. 5, 1252 (1964). 

15 G. Rosen, J. Math. Phys. 6, 1269 (1965). 
16 G. Rosen, J. Math. Phys. 7, 2066, 2071 (1966). 
17 J. K. Perring and T. H. R. Skyrme, Nucl. Phys. 31, 550 (1962). 
18 A. Seeger and A. Kochendorfer, Z. Physik 127, 533 (1950); 

130,321 (1951); U. Enz, Phys. Rev. 131, 1392 (1963). 
19 R. H. Hobart (private communication). 
20 A. Einstein, L. Infeld, and B. Hoffman, Ann. Math. 39, 65 

(1938). 

the order of the half-life. To be satisfactory such a 
theory would have to answer the following questions: 

(i) How do these local maxima move, i.e., what are 
the equations of motion giving the time development 
of the positions of the maxima? Solution of this 
problem would automatically give the interaction 
between particles. 

(ii) Under what conditions do these N maxima 
remain distinct and conserved in number? One could 
imagine two maxima merging to form a single 
particle, or new maxima being formed, or the energy 
being dissipated by radiation. 

In the next section a review is given of results 
obtained to date on the first problem above, that of 
particle interaction and equations of motion. The 
second problem has been approached from a topo­
logical standpoint by Finkelstein, Misner, and 
Rubinstein ,21 who derive certain homotopic con­
servations laws. For the simplest case, a single 
particle, some partial results have been obtained on 
the stability of the solution. Thus Hobart and one of 
the present authors (G. H. D.)14 demonstrated that the 
scalar field equation 

(l/c2)(?j2()/ot2) - ,\,2() = F«(), ()*) (Ll) 

has no stable, time-independent, localized solutions of 
finite energy for any F«(}, (}*). Rosen15 has shown, 
however, that such an equation can have a metastable 
solution, where the energy dissipates itself with a decay 
rate small compared with the characteristic de Broglie 
frequency (energy)/h. This result would seem to 
correspond to the actual situation in nature, where the 
observed particles of zero spin, the 7T and K mesons, 
are all metastable. 

Rosen discussed the equation 

(l/c2)(o2(}jot2) - ,\,2() = 3g(}5 (1.2) 

for a real field () and showed that it possesses the 
metastable solution 

with mass 

_1_ f[(V(})2 _ g(}6] d3r = 7TJ(16gtc2) 
87TC

2 

(1.3) 

and half-life of the order Z2gtJC. Here g and Z are 
constants, the latter being an arbitrary constant of 
integration. 

The object of this present paper is to give new 
methods for finding the equations of motion of 

21 D. Finkelstein and C. Misner, Ann. Phys. (N.Y.) 6, 230 (1959); 
D. Finkelstein, J. Math. Phys. 7,1218 (1966); J. Rubinstein, Ph.D. 
thesis, Yeshiva University (1967). 
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particles in nonlinear field theories. In particular, we 
investigate how Rosen particles of type (1.3) move 
in the presence of one another and hence determine 
the interaction between such particles. First a non­
relativistic variation method will be given in Sec. 3 
and then the relativistic motion discussed in Sec. 4. 
Before embarking on this program, we first review the 
work already done on the equations of motion of 
particles in nonlinear field theories. 

2. REVIEW OF EARLIER WORK ON THE 
MOTION AND INTERACTION OF PARTICLES 

IN NONLINEAR FIELD THEORIES 

The most successful derivation of the equations of 
motion of particles in a nonlinear field theory is 
without doubt that of Einstein, Infeld, and Hoffman20 

for the gravitational case. However, since the gravita­
tional field equations are not really self-contained but 
need an external source term Tile, this work lies outside 
the scope of the present paper and is not treated 
further. We confine ourselves here to a discussion of 
self-contained field equations whose solutions are 
required to be free of singularities for all space and 
time. 

The first attempts of Born and Infeld3 to derive 
the Lorentz equations for the motion of charged 
particles in their nonlinear electromagnetic theory 
proved to be unsatisfactory, since singularities were 
still present and additional postulates were found to 
be necessarY'-the field equations by themselves were 
insufficient to determine the motion of particles. 
Modifications to the original Born-Infeld theory were 
introduced by Hoffmann and Infeld,5 Rosen,6 and 
Schiff7 in order to remove the remaining singularities 
from the theory, and these authors were able to show 
that the field equations were then sufficient to imply 
the static Coulomb-force law between charged 
particles. The technique adopted was essentially to 
integrate the normal component of the stress tensor 
over a surface enclosing the particle, which then yields 
the force on that particle. To illustrate the method, 
consider a scalar equation of type (Ll) which pos­
sesses a static, particlelike solution Oo(r) localized 
about the point r = O. Since Eq. (Ll) is of second 
order in the time, we completely determine the field 
O(r, t) if we specify the values of 0 and oOjot at t = O. 
Suppose we have the initial conditions 

O(r,O) = 0o(r - rJ + Oo(r - r2), 

(oOjot)t=o = 0, (2.1) 

i.e., we hold two particles at positions r1 and r2 and 
"let them go" at time t = O. If Tile is the stress­
energy tensor, the ith component (i = 1, 2, 3) of 

force on a volume V enclosed by a surface S is 

!.E.. r T iO d3r = _ r TiknTir dS, (2.2) 
c dtlv J8 

where nk is the normal to the surface. Let S be a surface 
surrounding the point r1 but excluding ra. If Irl - ral 
is much greater than the size of the particles, it will 
be possible to choose S so that it contains almost all 
the energy due to the first term of (2.1) and excludes 
most of the energy from the second. Under these 
conditions (2.2) will give the force on particle 1 due 
to particle 2 when the two particles are instantaneously 
at rest at a separation Irl - ral. 

In a later paper9 Rosen and Rosenstock applied the 
same method to establish the form of the static 
interaction in a nonlinear modification of the Klein­
Gordon equation. They showed that an equation of 
type (Ll) with 

F«(), ()*) = _(f2() + g«()*()n() 

in general implies an attractive Yukawa interaction 
between like particles, provided (f2, g, and n are all 
positive. 

The above procedure gives only the static inter­
action, while the initial conditions (2.1) are somewhat 
contrived. We have merely superimposed two one­
particle solutions, whereas one would expect in the 
actual two-particle solution to find a change in shape 
of the particles from the free form ()o(r). To write the 
initial conditions simply as a superposition of two 
free particles may impose strains on the system which 
might not be present in the correct two-particle 
solution. Moreover, we have no guarantee that there 
will not be a pulse of radiation emitted as a conse­
quence of taking the initial conditions (2.1). If this were 
to be the case, then some of the force given by (2.2) 
might more properly be interpreted as that of the 
radiation acting on the particle, and not as a direct 
action at a distance by the second particle. 

Seeger and Kochendorfer,18 and Perring and 
Skyrme17 have found exact two-particle solutions of a 
particular field equation with only one space dimen­
sion x: 

020/0X2 - (l/c2)(o2()/ot2) = sin O. (2.3) 

Their analytical solutions (in closed form!) describe 
the collision of two unlike or of two like particles, 
and also the bound state of two unlike particles. For 
the scattering solutions the energy density has two 
local maxima, which initially travel towards each 
other, then collide and partially merge, and finally 
move apart. When the separation of the maxima is 
large, they interact with an exponential force law, 
repulsive for like particles and attractive for unlike. 



                                                                                                                                    

NONLINEAR FIELD THEORIES 235 

Equation (2.3) has also been considered by Hobart19 

using a piecewise solution method which takes account 
of the change of shape of accelerated particles. Un­
fortunately the techniques of these authors for the 
simple one-dimensional equation (2.3) are difficult to 
apply in the three-dimensional case. 

3. NONRELATIVISTIC MOTION OF 
ROSEN PARTICLES 

A. Motion of Two Particles 

In this section we seek solutions of Eq. (1.2) which 
describe the motion of two particles whose distance 
apart is much greater than their sizes and whose 
velocities are much less than the velocity of light. 
When the particle separation approaches infinity, the 
field near each particle is required to reduce to the 
form of Eq. (1.3) in the rest frame Of that particle. 

The approximation method adopted is based on the 
variation principle 

£51
t2 

L dt = 0, 
tl 

L = -L f (r - (VO)2 + g(6) d3c 
87T c2 

(3.1) 

with 

for variations £50 which vanish at t = tl , t2, and at 
spatial infinity.22 Let us substitute in Eq. (3.1) the 
trial wavefunction 

(3.2) 
where 

0.04. = ZA{Z~g + [r - cA(t)]2}-1, A = 1,2. (3.3) 

The function (3.2) simulates the motion of two par­
ticles of type (1.3) along the paths C = cl(t) and 
C = c2(t). The variation "parameters" cl(t) and r2(t) 
are to be determined by the variation principle (3.1), 
with the variations £5CA(t) being required to vanish at 
t = tl , t2 • One would expect (3.2) to be a good trial 
function for slowly moving particles whose overlap 
is small, i.e., ItA(t)l« c, Irl(t) - c2(t)1 »Z~gl and 
Z~gl. We assume the validity of these inequalities in 
the evaluation of the Lagrangian L in Eq. (3.1). On 
inserting Eq. (3.2) in (3.1), we obtain 

L = L1 + L2 - V, 
where 

'2 

LA = -L f(OA - (VOA)2 + gO~) d3c 
87T c2 

= -mc2 + tmt~(t), 
m = i-67Tg-ic-2, (3.4) 

V = f[-20 l02/C2 + 2V01 • V02 - g(60r02 + 150:0~ 
+ 200~O~ + 150~O~ + 601 O~)] d

3r. 

22 The factor 1/8" has been inserted in Eq. (3.1) in order to 
exploit the analogy with electromagnetic theory. 

The details of the calculation of the effective 
potential energy V are given in Appendix A, where 
the following result is obtained: 

V = -ZlZ2/rI2 

+ order [1M2, (log rI2)/r~2' tl . t2/c2r12]' (3.5) 

where r12 = Ic1(t) - c2(t)l. Thus we have to deter­
mine cl(t) and c2(t) from the variation principle 

£5 t 2

[_2mc2 + tmt~(t) + tmt~(t) + ZIZ2/r12] dt = O. Jil 
(3.6) 

This is simply the Lagrangian principle specifying 
the motion of two particles of mass m which have a 
mutual potential energy -ZlZ2/r12' Hence we con­
clude that the force between the two particles is given 
by an inverse-square law, and is attractive if Zl and 
Z2 have the same sign. This is in contrast to the 
repulsive electrostatic interaction between like charged 
particles. 

B. Motion of n Particles 

The extension ofthe above formalism to a system of 
n particles is trivial. Instead of (3.2) we take 

.04.=1 
with each 0.04. of form (3.3). On calculating L we find, 
in addition to the one and two-body terms obtained 
in the previous section, that there occur 3, 4,'" 
body interactions arising from the integrals 

f [Ot0203 , O~O~03' O~O;O~ , O~O~030 4 , .' •• ] d3r. 

However, if all interparticle distances are greater than 
or of the order of some large distance D which is 
much greater than all particle sizes, then all the 
many-body interactions are readily seen to be less 
than or of the order of I/D2 or (log D)/D3. Hence 
these terms are negligible compared with the two­
body interactions of order lID. Retaining only the 
leading terms for large particle separations thus yields 
the Lagrangian 

L = ! [-mc2 + lmt~(t)] + ! ZAZBllr ... it) - fB(t)l. 
A A<B 

Hence, to the accuracy of our variation approximation, 
each pair of particles A, B interacts via a mutual 
potential energy -ZAZB/lrA(t) - cB(t)l. 

4. RELATIVISTIC MOTION 

Since action-at-a-distance is not a tenable concept 
in relativistic theory, we first seek the equations of 
motion of a single particle in a weak external field. 
The n-particle problem is then treated by evaluating 
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the external field at each particle due to. all the o.ther 
particles. As in electro.magnetic theo.ry we enco.unter 
retardatio.n effects arising fro.m the finite velo.city o.f 
light e. Despite this, it turns o.ut to. be po.ssible to. find 
an actio.n-at-a-distance Lagrangian co.rrect to. o.rder 
1/e2 just as with charged particles. We again use a 
variatio.nal technique, but we have to. mo.dify bo.th the 
principle (3.1) and the trial wavefunctio.n in o.rder to. 
o.btain manifestly co.variant equatio.ns. 

A. Single Particle in a Weak External Field 

We want to. find a so.lutio.n o.f Eq. (1.2) which de­
scribes a particle mo.ving alo.ng a timelike path 
x' = z).(p) in an external field 0 •. 23 Fo.r the mo.ment 
we leave the cho.ice o.f the parameter P o.pen, but 
shall later set it equal to. the proper time alo.ng the 
path. But ho.w is o.ne to. divide the to.tal field 0 into. an 
"external" part 0. and a "particle" part 0 - 0.7 One 
po.ssible separatio.n, which is Lo.rentz invariant, is 
achieved as fo.llo.ws. Given a so.lutio.n 0 o.f Eq. (1.2), 
define the "retarded part" Or by 

o = 3g Id3r' 05(r', t - Ir - r'l/e) (4.1) 
r 477 Ir - r'l 

(assuming 0 is Io.calized eno.ugh fo.r the integral to. 
co.nverge). Then g'KOr,'K = 3g05, and O. = 0 - Or is a 
so.lutio.n o.f the ho.mo.geneo.us equatio.n g.KO.,.K = O. 
Co.nversely, suppo.se we are given an arbitrary so.lutio.n 
0. o.f g.KO',.K = O. Then any so.lutio.n 0 o.f the integral 
equatio.n 

0=0 + 3g Id3r' 05(r', t - Ir - r'l/e) (4.2) 
• 477 Ir - r'l 

will also. be a so.lutio.n o.f Eq. (1.2). Hence, if 0 is highly 
Io.calized abo.ut a timelike path x). = z).(p), it wo.uld 
seem reaso.nable to. interpret Or as the field o.f the 
particle and O. as the external field. Fo.r this reaso.n we 
ado.pt trial wavefunctio.ns o.f the fo.rm 0 = 0. + 00' 
where 0. is an arbitrary, given so.lutio.n o.f g"'O.,'K = 0 
and 00 is an appro.ximatio.n to. the co.rrect so.lutio.n 
Or' to. be o.ptimized variatio.nally. In what fo.lIo.ws we 
assume 0. is weak eno.ugh fo.r its quadratic and higher 
po.wers to. be discarded. 

The trial wavefunctio.n pro.po.sed is 

0= 0. + 00' 
where 

(4.3) 

II Notation: X O = ct, (Xl, Xl, x") = r or x. Greek indices take the 
values 0, I, 2, 3, Latin indices the values I, 2, 3. g'K is the metric 
tensor with nonzero components goo = -gll = -g .. = -goo = 1. 
A comma denotes differentiation, thus O,K = (lOt (lxK, and a dot over a 
symbol signifies its time derivative. fE,d" is the Levi-Civita permuta­
tion symbol, equal to ± 1 accordingly as 'KAt-' is an even or odd 
permutation of 0 1 23, and zero otherwise. The summation conven­
tion for repeated indices is adopted. 

and R is a retarded distance defined belo.w by analo.gy 
with a similar quantity which arises in the theo.ry 
o.f Lienard-Weichert po.tentials in electro.magnetic 
theo.ry.24 We recall that if a po.int charge e mo.ves 
alo.ng the timelike path x). = z).(p), then the electro.­
magnetic po.tential is A).(x) = eU).(Pr)/R with retarded 
quantities Pr' R, u).(Pr) (functio.ns o.f x).) defined by 

Xo - zO(Pr) = Ix - z(Pr)l, 

u).(p) = dZ)./(g'K dz' dzKi, (4.4) 

R = [x). - z).(Pr)]u).(Pr)' 

The physical significance o.f these equatio.ns is that a 
light signal emitted by the particle at the parameter 
value P = Pr will reach the Po.int x at time xD/e. If 
we cho.o.se an inertial frame such that the particle is 
instantaneo.usly at rest at P = Pr' then R is the instan­
taneo.us (three-dimensio.nal) distance fro.m the particle 
to. the po.int x, measured in this frame. In this instan­
taneo.us frame o.ur trial functio.n (4.3), with R given 
by (4.4), is o.f the free-particle fo.rm (1.3), immersed 
in the given external field 0 •. The path z).(p) is to. be 
varied to. o.ptimize so.me variatio.n principle. 

What principle sho.uld we ado.pt in place o.f (3.1)7 
The general fo.rm o.f variatio.n principle which leads to. 
Eq. (1.2) is 

b{8~e Il/g'KO"O'K + g06] d
4x} = 4~e L<500," dS". 

(4.5) 

Here ~ is an arbitrary 4-vo.lume bo.unded by the 
c1o.sed three-dimensio.nal surface S, and the surface 
element dS" is defined by 

dS" = (l/3!)g"'e'd,,[o(X\ x\ X")/O(IX, (J, y)] dlX d{J dy, 

where IX, (J, y is any set o.f three co.o.rdinates which 
parameterizes the' surface. The o.bvio.us cho.ice fo.r ~ 
is the regio.n P1 < Pr < P2 o.r, equivalently, 

zD(Pt) + Ix - Z(P1) I < xD < zO(PJ + Ix - Z(P2) I 
(4.~) 

in place o.f the do.main t1 < t < t2 o.f Eq. (3.1), i.e., 
the regio.n between the fo.rward light co.nes at two. 
arbitrary po.ints P1 and p21ying o.n the path x). = z).(p). 

To. summarize o.ur variatio.nal procedure: We take 
the trial functio.n (4.3) with R given by (4.4) and 0. an 
arbitrary, given so.lutio.n o.f g'KO .,'K = O. This is then 
substituted in the principle (4.5), taking ~ as the 
regio.n (4.6) and the path x). = z)'(p) o.ptimized 
variatio.nally keeping the endpo.ints Z).(P1) and z)'(pJ 
fixed. A set o.f differential equatio.ns fo.r zJ.(p) results, 

•• L. Landau and E. Lifshitz, The Classical Theory of Fields 
(Addison-Wesley Publishing Company, Inc., Reading, Mass., 1951), 
Chap. 8. 
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which should describe the motion of a particle in an 
external field 0., provided O. is weak enough for (4.3) 
to be a good approximation. 

On substituting (4.3) into (4.5) and retaining only 
first-order terms in 0., one obtains 

<5{8:e I [g'KOo"OO,K + gog + 6g0g0. + 2g'KOO"O"K]d
4x} 

= 4:e [I <50000 ,,, dS" + <5 I 000 e.a dS
o
] • (4.7) 

In Appendix B j <50000,,, dS" is shown to vanish for 
variations <5z).(p) which leave the endpoints z).(Pl) and 
Z).(P2) fixed, even though <500 itself does not vanish on 
the surface S. The second term on the right-hand side 
ofEq. (4.7) cancels the last term on the left-hand side: 

IOoO.,,, dS" = I g'K(OO"O~,K + OOO.,'K) d4x 

= I g'KOO"O.,K d4x. 

Hence the variation principle reduces to the form 

<5[8:e I(g'KOO"OO'K + gO~ + 6g0~O.) d4xJ = O. (4.8) 

The integrations involved in Eq. (4.8) are performed 
in Appendix C. The result is 

<5 f[-me2 + ZO.(z).)] ds = 0 (4.9) 

with 

ds = (g'K dz' dzK)t = [g'K(dz'/dp)(dzK/dp)]t dp. 

Carrying out the variation in the standard way then 
yields the equations of motion (taking as parameter 
P the proper time s )25 : 

m d2z;.(s)/ds2 = (Zle2)(u;.O"K - uKO.,;)UK, (4.10) 

where u" = dz).(s)/ds, and it is understood that O. and 
its derivatives are to be evaluated at the point x). = 
z).(s). 

B. Motion of n Particles 

It is reassuring to observe that, for R2 »Z4g, Eq. 
(4.3) reduces to 0 = O. + ZjR, which is an exact 
solution of g'KO,'K = 0 for quite arbitrary timelike 
paths x). = z)'(P). Since by assumption O. is weak 
enough for its quadratic and higher powers to be 
neglected, (4.3) is asymptotically a solution of Eq. 
(1.2) for large R, i.e., at large distances from the 
particle. This means that a second particle located at 
position x at time xOlc will experience an external field 
ZIR due to the particle moving along x). = z).(p), 

25 For consistency we omit the second-order term 0. d2z).(s) ds' 
from Eq. (4.10). 

provided R2» Z4g. Of course, at closer distances 
there may be multipole terms of higher order in l/R, 
but we are interested only in the leading term at large 
particle separations. 

Suppose now we have n particles, moving along 
paths x" = Z~(PA)' A = 1,2, ... , n. If the concept 
of an n-particle solution is to have any validity at all, 
the energy density must be large near these paths and 
small elsewhere. Under these conditions we can write 
the source term in Eq. (4.1) as (3g/47T)()5 = ~A (J"A, 

where (J" A is large in the vicinity of path number A but 
small everywhere else. Then Eq. (4.2) becomes 
o = O. + ~A OA with 

O - Id3 , (J" A(r', t - Ir - r'l/e) 
A - r . 

Ir - r'l 
If 0 A is interpreted as the field due to the Ath particle, 
then 

must be regarded as the external field of this particle. 
O. represents incoming radiation from infinity, and 
would be omitted if the only fields present are those 
originating on particles. Let us now go to the limit 
of very highly concentrated particles separated by 
distances much greater than their sizes. Then, ne­
glecting higher multi pole terms, wecan replace OB by its 
asymptotic form ZB/RB(x).), where for each space­
time point x' we define the retarded distance RB(XA) 

from particle B by equations analogous to (4.4). The 
external field at particle A is then 

O.A(Z~) = O.(z~) + ~ ZB/RB(Z~). (4.11) 
B*A 

Hence (4.11) is the appropriate expression to substitute 
for O. in (4.10) in order to determine the path of 
particle A. We thus obtain a set of n coupled equations 
in which the forces on each particle depend on the 
positions and velocities of the other particles at 
appropriate retarded times. This situation is analogous 
to that pertaining with a set of interacting charged 
particles,24 except that the present approximation 
fails to yield any self-force terms. 

C. Lagrangian to Order 1/e2 

As in the electromagnetic case there exists a Lagran­
gian which reproduces the equations of motion for n 
particles correct to order 1/c2• Let us take the time 
t as parameter instead of the proper time s, and denote 
the path of particle number A by r = rA(t), so that 
the correspondence with the notation of the previous 
section is Z~(PA) = ret, rA(t)]. According to Eq. (4.9), 
the Lagrangian for the motion of particle A in the 
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external field O.A' Eq. (4.11), is 

LA = (-me2 + ZjJ • ..J(l - v~J(2)t, (4.12) 

writing VA= drA(t)ldt. Let us assume that there is no 
incoming radiation from infinity, so that the first 
term on the right of Eq. (4.11) is absent. To proceed 
further we must expand O.A in powers of lie. The 
expansion for the retarded distance RB(x.l.) is 

RB(X.l.) = PB + [(PB • VB)21 PB 

+ PB(PB· vB)1/2e2 + order (l/e3
), (4.13) 

wher.e 

PB = r - rB(t), PB = IPBI. 

Inserting this expression into Eqs. (4.11), (4.12) yields 
the following expansion for LA: 

LA = TA - 2 [V AB + (d/dt)(ZAZBnAB • VB)]' (4.14) 
B*A 

where 

TA = -me2(1 - v!./(2)t 

= -me2 + tmv~ + m(v~)2/8e2 + order (l/e'), 

m = 17/(16gte2
), 

(4.15) 
nAB = unit vector along rA(t) - rB(t) , 

VAB = -[ZAZBllrA(t) - rB(t)ll[l - {v!. + v~ - vA· VB 

+ (nAB· VA)(Il.J.B • vB)}/2c2
]. 

On discarding the irrelevant time derivative from 
Eq. (4.14), it is evident that the equations of motion 
to order l/e2 may be derived from the total Lagrangian 

(4.16) 

with the effective pair interaction VAB given by Eq. 
(4.15). It is interesting to note that the same Lagran­
gian (4.16) can be obtained directly from the variation 
principle (3.1) by taking the trial wavefunction 
8 = L Z A [Z.!tg + R~ (x.l.))-t and retaining only terms 
up to order I/e2• 

5. DISCUSSION 

As a check on our result for the interaction let us 
find the static force between two particles by the 
method of Rosen described in Sec. 2. Consider two 
particles held at points rl = (0,0, -l(12) and ra = 
(0, 0, t(12) on the Z axis attimes t ;S; 0; the separation­
'12 is assumed much larger than the particle sizes. 
The wavefunction and its derivative at t = 0 are then 
of the form given in Eq. (2.1): 

O(r, 0) = ZI{Z~g + (r - r1)2tt 
+ Z2{Z~g + (r - ra)2} -t , 

[o8/ot]t=o = 0. 

To find the force on particle 2 we have to compute 

the surface integral, Eq. (2.2), of the stress tensor 
over a surface S enclosing this particle, but excluding 
particle 1. Following Rosen, we take for S the surface 
enclosing the infinite hemisphere z > 0, x 2 + y2 + 
Z2 < 00. By symmetry the force on particle 2 lies 
along the Z axis, so that the only nonvanishing 
component is 

where 

T33 = ..!. [{)2 _ (00)2 _ (00)2 + (08)2 + g06]. 
817 c2 ox oy OZ 

This integral is trivial to compute in the limit of large 
'12' when it yields the expected result pa = -ZlZ2/r~ 
in agreement with the potential energy -ZIZ2{r1'& 
found in Sec. 3. 

The variational method applied in this paper to the 
motion of the Rosen particle is of quite general 
application. For example, consider a real field 8 
obeying the field equation 

t5 (8~J f [g'''O, ,8,,, + f(O)] d'x = 0, 
and suppose f(8) vanishes rapidly enough for 0 - 0 
to allow a time-independent regular solution Oo(r) 
with the asymptotic behavior Zlr for large ,.26 On 
carrying through the analysis of Sec. IV with f(O) 
replacing g06, one again obtains the Lagrangian 
principle, Eq. (4.9), with 

m = ~ f[(V80)2 - f(8o)] dar, 
817e 

Z = 1- fl'(Oo) ~r. 
817 

The field equation VIOO = -tl'(Oo) enables the 
integral for Z to be transformed into the surface 
integral 

- ..!. fV80 • dS 
417 

on an infinitely distant sphere, so that Z is indeed the 
coefficient of l/r in the asymptotic form of Oo(r) for 
large ,. Thus we again obtain the equations of motion 
(4.10). 

Note added in proof: Many of the results of Sec. 3 
have been obtained in a paper by G. Rosen [J. Math. 
Phys. 8, 573 (1967)], which appeared after the present 
paper went to press. 

II A sufficient condition is that f(O) behaves like (constant) (In as 
o -+ 0 with n > 4. 
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APPENDIX A: PROOF OF EQ. (3.5) 

In evaluating V, Eq. (3.5), one encounters four 
distinct types of integral: 

II = f V()l • V()2 d3r = f 3g()~()2 d3r = f 3g()1()~ d3r, 

I z = f6162 d
3r, 

13 = f ()~()~ d3
r, 

14 = f ()~()~ d3r. 

Let us consider these integrals in turn. 

II = ZlZ2f Rl • Rz(Ri + aD-!(R~ + a~)-! d3r 

= ZlZzf p . (p + 0) (p2 + a!X! 

where 

Gz GJ 
x ([p + o]Z + a;/riz)-! d3p , 

Rl = r - rl, 
Z~ ! al = Ig, 

n = (rl - r2)/r12 , 

R2 =r-r2, 
az = Z~g~, 
P = R1/r12 • 

Hence, for large r12, 

II --(ZIZZ/r12) f p. (p + 0)p-3 Ip + 01-3 d3 p 

= 47TZl Z2/r12' 

A similar argument gives 

12 -- (27TZIZ2/rI2)[rl • r2 - (rl • n)rz • 0)]. 

However, for 13 and 14 , the above technique fails as it 
yields divergent integrals. Instead we may proceed as 
follows: 

13 = Z!~~ f ~ (p2 + a! )-'2([p + 0]2 + a:)-l d3p. 
g r12 r12 r12 rlZ 

Now 
lim (al!r12)(p2 + a~M2)-2 = 0, p ¥- 0, 

= 00, p = 0, 
and 

Hence 
lim (al/r12)(p2 + a~/ri2)-2 = 7T2!5(p), 

'12-+ co 

13 -- 7T2Zizi/ g!ri2 for large r12' 

To evaluate 14 we write it as the sum of three integrals: 

14 = I~ + I:; + I:;', 
where 

I~ = Z~;~ r (p2 + a}_r!([p + 0]2 + a:)-td3p 
r 12 Jp<! r 1J r lZ 

and I~' and I;' have the same integrand as I~, but are 
taken over the domains Ip + 01 < i and p> t, 
Ip + 01 > 1, respectively. . 

I~ may be written as the sum of the two integrals: 

Z~;ii (p2 + a! )-t d3 p = (47TZ~ZiM2) 
r12 p<! r12 

and 

X [sinh-1 (r12/2al) - (1 + 4aiM2)-!] 

-- (47TZ~Z~M2) log r12 + order (lM2), 

for large r12 , 

Z~;~i (p2 + a!)-![([P + 0]2 + a:)-! - 1J d3p 
r12 p<! r12 r12 

Whence 

__ Z~;~ r p-3(lp + 01-3 _ 1) d3 p 
r 12 Jp<! 

= (27TZ~ZiM2) log t. 

I~ -- (47TZ~ZiM2) log r12 + order (1/r~2) 
for large r12 • 

A similar argument yields the same limiting form for 
I;, while I;' is of order l/r:2 • Thus, for large r12 , 14 -­

(87TZ~Z:/r:2) log r12 • Collecting together all the various 
integrals then yields Eq. (3.5). 

APPENDIX B: PROOF THAT f fJ(lofJo,a dSa 

VANISHES 

We wish to showthatJ !5()O()O,a dsa, Eq. (4.7), vanishes 
for variations !5z).(p) which leave the endpoints 
z"(Pl) and Z"(P2) fixed. To facilitate the integrations 
involved in this and the next section let us replace the 
four coordinates x" by a new set Pr' R, 0, cp, defined 
below. First we introduce a null vector e). with 
components (1, sin 0 cos cp, sin 0 sin cp, cos 0) and 
define the retarded functions Pr' R, u).(Pr) as in Eq. 
(4.4). Then the equations 

y). = x). - z"(Pr) = Re)"/e"u,lPr) 

define XA as functions of the four variables Pro R, 0, 
cp. In the new coordinates the volume integral becomes 

r d4x =fdPr 
dR d0 dcp o(XO, xl, x

2
, x

3
) 

Jr. o(Pr, R, 0, cp) 

= 1:2S
; dPr L" R2 dR J dO., (Bl) 
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where 
s; = [g,idz'(Pr)/dPr)(dzl«Pr)/dPr)l" 

and the Lorentz-invariant angular integration over a 
unit sphere is 

f
dn =fde dg, sin e . 

[el'uiPr)]2 

In what follows we need the two results 

J 1 . dO. = 4'1T, 

J [yA - RuA(Pr)1 dO = 0, (B2) 

which are readily proved by choosing a special inertial 
system in which uA(Pr) = (1, 0, 0, 0). The surface 
element dS" on P,. = const is 

dSIl = (1/31)g"\-,l().po(x", x", x")/o(R, e, e/» dR de de/> 
= ga'(oPrlox') 

x o(XO, xl, x2
, x3)/o(Pr' R, e, g,) dR de dg, 

= R2 dR(yll/R) dO.. 

Let us now consider a variation of the path ZA(p) ~ 
zJ.(p) + ~ZA(p), keeping the end points zJ.(pJ and ZA(P2) 
fixed. On the surfaces p,. = PI and Ps we have 

f5z.t(Pr) = 0, 
~R = [YA - Rit;.(pr)][d~z"(p,.)/dPr]/s;, 

f5000o,,, dS II = (dOo/dR)2R2 dR(y"IR)(oRlax")M dO.. 

whence 

f MofJo,u dS
a 

= f R!(~~ff t5R dO, 

which vanishes on account of Eq. (B2). 

APPENDIX C: PROOF OF EQ. (4.9) 

The integrations of Eq. (4.8) are most readily 
effected in the variables Pr' R, e, g, introduced in 
Appendix B above. We have 

g1'1T f R2 dRJ dn[g'Koo./Jo,1( + gO~] 

= 8~ J R2 dR J dn[(2~ - 1)e~r + go:] 

= ~ f R2 dR[ (~~y + gO~J 
= '1T/16g1. 

[See Eqs. (B2) and Eq. (B3).] 
To evaluate the integral of the interaction term 

6g0~Oe' let us assume that the external field Os does not 
vary appreciably over distances of the order of the 
particle size Z2g l . Then 

g~ f R2 dR J dn6g0~O. ~ O.(ZA(Pr»f R2 dR J dn6gog 

= ZO.(zl(Pr»· 

On carrying out the final integration From the definition of R, Eq. (4.4), we have 

oR/oxa = u,,(Pr) + (~ - l)y,,/R, 

(y"/R)oR/oxll = 1, 
where 

(B3) [1\; dPr 
J111 

[see Eq. (Bl)], we obtain Eq. (4.9). 
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The partition function z, the pair correlation function p, and the zero-field susceptibility X for the one­
dimensional Ising model with infinite spin, are expressed in terms of the eigenvalues and eigenfunctions 
of an integral equation. The eigenfunctions of the integral equation are shown to be the oblate spheroidal 
wavefunctions, and, from known asymptotic expansions, high- and low-temperature expansions are 
given for z, p, and X. It is shown that the low-temperature behavior of z, p, and X differs qualitatively 
from the corresponding behavior for all finite spin. 

1. INTRODUCTION 

The one-dimensional Ising model with spin one­
half was solved by Ising in his dissertation of 1925,1 
but it was not until recently that the Ising model with 
general spin S was considered. For arbitrary S the 
problem can be set up as a matrix problem in the 
same way as Kramers and Wannier2 set up the S = t 
problem. Suzuki et aP have done this for the one­
dimensional model and have obtained solutions 
(numerical for S > 1) for S = 1, -i-, ..• ,~. They also 
obtained high-temperature expansions for the partition 
function z and zero-field susceptibility X for arbitrary 
spin, S, and low-temperature expansions for z and X 
for S = 1 and!. Their high-temperature expansions 
for arbitrary S agree with those obtained previously 
by Domb and Sykes and others,4 who have obtained 
expansions in two and three dimensions as well as in 
one dimension. 

The aim of obtaining such expansions is to attempt, 
by extrapolation techniques, to determine the de­
pendence, if any, of critical behavior on spin. Domb 
and Sykes4 suggest that the high-temperature critical 
behavior of the Ising and Heisenberg models is 
independent of spin, although for the Heisenberg 
model this has recently been questioned.5 

Low-temperature expansions are more difficult to 
obtain because these are determined by the excitation 
spectrum which is nontrivial for general spin, and, 
as far as the author knows, no low-temperature 
expansion for general S, apart from the one-dimen­
sional S = 1 and ! expansions of Suzuki et al., has 
been developed. 

To leading order it is clear, however, that the low­
temperature behavior of the partition function is 
independent of S (apart from trivial normalization 
factors) for all finite S. Thus in one dimension, for 
example, if one defines the energy in a given configura­
tion (assuming cyclic boundary conditions) by 

J N 
E = - "2 L S~S:+I' S~ = S, S - 1,' .. , -S, 

S i=l 
(1) 

so that the ground state energy is Eo = -IN for all S, 
it follows immediately that, to leading order, 

z = lim (ZN)l/N,,-, eK as T-- 0+ for allfinite S, 
lV-+OO 

(2) 

where ZN is the partition function and K = JjkT. In 
particular, for S = t, z = eK [1 + e-2K], and for 
S = 1 and t respectively,3 z "-' eK [1 + 3e-2K + ... ] 
and z "-' eK [1 + e-4K/3 + 3e-2K + .. ']. Equation (2) 
is true in any dimension and, in general, the multi­
plicative correction to (2) is 1 + O[exp (-qKjS)] , 
with q a positive constant. 

Low-temperature expansions for infinite spin could 
be obtained from the finite-spin expansions, but it 
must be remembered that the multiplicative correction 
to (2), which is a sum for finite S, becomes an integral 
in the limit S -- 00 (or, in other words, the excitation 
spectrum becomes continuous in the limit S -- (0), 
so that the leading term could conceivably, and almost 
surely will, have a different temperature dependence. 
For any finite S, of course, there will be a range of 
temperature (K ,.; S) for which the finite-spin partition 
function will closely approximate the infinite-spin 

• Address from September, 1968: Applied Mathematics Depart- ff f f b ffi' I 
ment, Massachusetts Institute of Technology, Cambridge, Mass. par I IOn unc IOn, ut at su clent y low temperatures 

1 E. Ising, Z. Physik 31,253 (1925). [K ~ S, where the sum comprising the multiplicative 
• H. A. Kramers and G. Wannier, Phys. Rev. 60, 252 (194\). . (2) I 
3 M. Suzuki, B. Tsujiyama, and S. Katsura, J. Math. Phys. 8,124 correctIOn to can no onger be approximated by 

(1967). an integral], one can expect the infinite-spin model 
• C. Domb and M. F. Sykes, Phys. Rev. 128, 168 (1962), and to show qualitatively different temperature behavI'or 

references quoted therein. 
• H. E. Stanley and T. A. Kaplan, J. Appl. Phys. 38,977 (1967). than the finite-spin model. 
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We consider here the infinite spin limit of (1) where 
the matrix problem reduces to an integral equation 
whose eigenfunctions and eigenvalues can be obtained 
exactly. We find that at low temperatures 

Z,....,,(eKj2K)[1 +...!... + ~ + ~ + O(K-4)] 
4K 16K 32K 

as T -+ 0+, (3) 

which indeed shows qualitatively different temperature 
behavior than the corresponding finite spin expressions 
above. 

High-temperature expansions (K ..;; 1) for z of the 
one-dimensional infinite spin model are given in the 
following section, and in Sec. 3 high- and low­
temperature expansions are given for the pair correla­
tion function p and the zero field susceptibility X. 
The low-temperature expansions for p and X again 
show qualitatively different temperature behavior than 
the corresponding finite spin expansions. 

In conclusion, it is perhaps interesting to note that 
Eq. (3) is equivalent asymptotically (as T -+ 0+) to 
the corresponding expression for the one-dimensional 
isotropic Heisenberg model with infinite spin,6 for 
which 

(ZN)l/N = K-l sinh K. (4) 

2. PARTITION FUNCTION 

For infinite spin the partition function of the one­
dimensional chain of N spins with interaction energy 
(1) is given by 

i+
1 i+l (N) ZN = . . . dXl' .. dXN exp K I Xi Xi+1 

-1 -1 i-I 

(XN+1 = Xl)' (5) 
In terms of the Nth iterate K(N)(X, y) of the integral 
operator K(x, y) = exp (Kxy), 

ZN = L:
1

dXK(N)(X, x) = n~ I.~ ,...." J.f as N -+ 00, 

(6) 
where 1.0> Al > 1.2 > ... are the eigenvalues of the 
integral equation 

L:leKlWcP(y) dy = I.cP(x). (7) 

From (6) the free energy per spin 11' is given by 

-lpjkT = lim !.log ZN = log 1.0 ' 
N-+oo N 

(8) 

occurred in the problem of determining the distribu­
tion function of level spacing for a random matrix.8 

Thus it is easily verified8 that if cP(x) is a-solution of 

14 = ftcP, (9) 

where the differential operator L is defined by 

L = (x2 - 1)(d2jdx2) + 2x(djdx) - (KX)2, (10) 

then 

x(x) = L:leKlWcPCY) dy 

is also a solution of (9), provided that 

(11) 

(1 - X2)cP(X) = (1 - x2)cP'(x) = 0 for Ixl = 1. 

(12) 

The regularity conditions (12) determine the eigen­
values of L and, since X(x) is necessarily regular at 
X = 1, Eq. (11) implies that X is proportional to cP; 
it follows that L and the integral operator exp (Kxy) 
commute. 

The eigenfunctions of the differential equation (9) 
[and, consequently, of the integral equation (7)] are 
the oblate spheroidal wave functions cPq(x) [in the 
notation of Ref. 7 Soq(-iK, x)] where cPix) is an 
even (or odd) function of x for even (or odd) integral 
q. The corresponding eigenvalues I.q of (7) are found, 
for example, by substituting cPq(x) for cP(x) in (7), 
putting x = 0 for q even, and differentiating and 
putting x = 0 for q odd, i.e., 

1.2q = L:
1 

cP2ix) dX/cP2iO), 

1.2q+1 = K L:\cP2q+l(X) dx/cP~+1(O), 
q = 0, 1, 2, .. '. (13) 

Equations (13) are convenient for numerical compu­
tation and also for determining expansions for small 
K (i.e., high temperatures). To obtain low-temperature 
expansions it is more convenient, as we will see in a 
moment, to substitute x = 1 in (7), i.e., 

I.q = f:leK lIcPq(y) dy/cPqCl), q = 0, 1,2, .. '. (14) 

High-temperature expansions for I.q are best obtained 
using the representation [Ref. 7, Eq. (3.1.36)] 

00 

cPq(x) = I' d~ Pr(x) , (15) 
1'=0,1 The integral equation (7) is familiar in the theory of 

spheroidal wavefunctions (Ref. 7, Ch. 4). It has also where the primed sum is over even (or odd) values 
for r when q is even (or odd). Pr(x) is the Legendre 

• M. E. Fisher, Am. 1. Phys. 32, 343 (1964). 
7 C. Flammer, Spheroidal Wave Functions (Stanford University 8 M.Gaudin,Nuc1.Phys.25,447(1961).IamgratefultoProfessor 

Press, Stanford, California, 1957). F. 1. Dyson for drawing my attention to this fact. 
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FIG. I. Free energy -!p/kT versus J/kT for a(s), the Ising chain, 
with spin s (normalized to log 2 at J/kT = 0), and (b) the infinite-
spin Heisenberg chain. . 

polynomial and d~ are tabulated coefficients (for K 
in the range 0 to 5 in Ref. 7 and 0 to 8 in Ref. 9). 
Substituting (15) into (13), we find that 

(16) 

(17) 

Series expansions for d~ are given in Ref. 7. Tables 
3 and 4, for example, state that 

~/tfo = K2/9 + 2K4/567 + ... , 
d~/dg = K 4j525 + ... , 
d~/d~ = K 2/25 + ... , 

from which it follows that 

z = lim (ZN)I/N = 1.0 
N .... oo 

= 2 + K2/9 + 67K4/8100 + "', 
and 

Al = 2K/3 + K3/25 + . . . . (18) 
We remark that the expansion for z agrees with the 
infinite spin limit of the expression for z of Suzuki et a/. 
Numerical values for log 1.0 = -1p/kT [obtained from 
(16) and tabulated values for d;] are shown in Fig. 1, 
where, for comparison, we have also shown -1p/kT 
for the isotropic infinite-spin Heisenberg chain 

• J. A. Stratton, P. M. Morse, L. J. Chu, J. D. C. Little, and F. J. 
Corbato, Spheroidal Wave Functions (Technology Press, Cambridge, 
Mass., 1956). 

[log (sinh K/K)] and for the spin t, 1, and! Ising 
chain (normalized to log 2 at K = 0). 

For large K the appropriate expansion for cfo/x) 
is [Ref. 7, Eq. (8.2.9)] 

cfoq{x) = f A~{e-K(I-"'lLs+.[2K(1 - x)] 
8=-V 

where 

{
q/2 q even, 

v == (q _ 1)/2 q odd, 

and Ln(z) are Laguerre polynomials. Expansions for 
A~ in inverse powers of K are given in Ref. 7 [Eq. 
(8.2.15)]; for example, 

and 

A~/Ag = -iK-1 - iK-2 - i!K-3 
- ••• , 

Ag/Ag = '~K-2 + l6K-3 + ... , 
A~/Ag = -l2K-3 

- ••• , 

A!/A~ = A~/Ag. 
In general, A~JAg '"'-' K-isl and hence to leading order 
!:o A~Ls(2K), which, from (19), is proportional to 
cfoo(O) and is a constant which cannot be simply 
calculated. It follows then that Eq. (13) is unsuited for 
calculating 1.0' Equation (19), on the other hand, is 
ideally suited to calculation of cfoo(I), and, by sub­
stituting (19) into (14), it is straightforward to show 
that 

1.0 = (eK /2K) 
X [1 + iK-1 + l6K-2 + 3\K-3 + O(K-4

)] (20) 
and 

(21) 
The constant ex is difficult to calculate directly from 
(19), but if one uses the numerical values of 1.0 and Al 
[computed from (13) and tables in Refs. 7 and 8 for 
K in the range 5 to 8], one finds that ex ~ 25. 

High- and low-temperature expansions for the free 
energy can be obtained straightforwardly from (8), 
(18), and (20), and corresponding expansions for the 
internal energy and specific heat can then be obtained 
by differentiating. 

3. CORRELATION FUNCTIONS 
AND SUSCEPTmILITY 

The pair correlation function can be written as 

pNCr) = (x;xHr> 

= Z"ilf+l . . ·f+ldX1 ... dXNXjXHr 
-1 -1 

X exp (K ~IXjXj+l) 
= Z'N1L:1L:1L:1dX dy dzK(j-l\X, y)yK(rl(y, z) 

(22) 
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where, as before, K(B)(X, y) is the sth iterate of the 
integral operator exp (.Kxy). Using the representation 

00 

K(s)(x, y) = ! A~1>lx)4>;(y), (23) 
;=0 

in terms of the eigenvalues Ai and corresponding 
normalized eigenfunctions 4>;(x) of K(x, y), we then 
see that 

PlAr) = Z:N\! i/f -1'A:.[L:
1
dx4>t(X)X4>m(X)T. (24) 

UsingEq~ (6), we have finally (keeping r fixed) that 

per) = lim PN(r) = i (A;,.)r(i+1dX4>0(X)X4>m(X»)2. 
N-+oo m=0 Ao -1 

(25) 

Notice that, since 4>m(x) is even when m is even, the 
integral in (25) vanishes for even m. Hence only odd 
values of m contribute to the sum in Eq. (25). 

The susceptibility in zero field (assuming each spin 
has unit magnetic moment) from the fluctuation 
relation and Eq. (24) is found to be 

N N 
X = lim (NkTr1! ! (x.x;) 

N-+oo .=1 ;=1 
00 

= (kTr1 ! [(Ao + A2m+i)(Ao - A2m+1)-1] 
m=O 

x [L:
1
dX4>0(X)X4>2m+1(X)T. (26) 

High- and low-temperature expansions for per) and 
X can be obtained using the results of the previous 
section. Thus, at high temperatures, 'Using (15), one 
obtains 

L:1dxx24>~(X) = 1[1 + 4K2j45 + O(K4)] (27) 

and 

[L:
1
dx4>0(X)X4>l(X)T = 1[1 + 4K2j45 + O(K4)]. 

(28) 

If we use Parseval's theorem, then it follows that 

il (L:l dx4>O(X)x1>2m+1(X) f 
= L:ldxx24>~(X) - [L:

l
dx4>o(X)X4>l(X)T 

= O(K'), (29) 

and hence, from (25), that 

where, from (25) and (29) 

::;;; iJL:l 

dx4>0(X)x4>2m+1(X) T = O(K'). (31) 

Substituting (28) and the expansions (18) for Ao and 
At into (30) then gives 

per) = {~[1 + ~: + O(K
4)Jf 

X {~[ 1 + ~~2 + O(K4) ]}. (32) 

Similarly, from (26), one sees that 

X = (Kj3J)[1 + 2Kj3 + 14K2j45 

+ 92K2j675 + O(K4)]. (33) 

Note that p(l) obtained from (32) is proportional to 
the internal energy (as it should be) computed from 
Eqs. (8) and (18), and that Eq. (33) agrees to leading 
order with the infinite-spin limit of the formula given 
by Suzuki et al. We remark also that, by subtracting 
off any finite number of terms in the sums (25) and 
(26) and using Parseval's theorem as above to estimate 
the remainder, expansions at both high and low 
temperature for per) and X can be obtained to any 
order. 

At low temperatures one proceeds exactly as above. 
Thus, from (19), one finds that 

(34) 

and 

(f:ldX4>O(X)X4>l(X)f = 1 - K-l + O(K-2
). (35) 

Using (25), (26), and Parseval's theorem (as above) 
to estimate the remainder, one then obtains 

and 
2 2K 

X = _e_ [I - K-l + O(K-2)]. (37) 
a.J 

The corresponding formulas for the spin one-half 
Ising model (the asymptotic formulas are the same 
apart from trivial normalization factors for all·finite 
S5) are, respectively, 

per) = (tanh K)" "" (1 - 2e-2K
)" as T -- o+, (38) 
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and 

x = (kTrl[(1 + tanh K)/(l - tanh K)] 

'" K e2K as T- 0+. 
J 

For the infinite-spin isotropic Heisenberg chain6 we 
have 

per) = U(cothK - K-1)r "'HI - K-1y as T- 0+ 

(39) 
and 

X = (kTr1 

X [(1 + coth K - K-1)/(1 - coth K + K-1)] 

'" ~ (1 - K-1
) as T- 0+. 

J 

4. CONCLUSION 

It has been shown that the partition function z, 
the pair correlation function p, and the zero-field 
susceptibility X can be expressed in terms of the 
eigenvalues and eigenfunctions of the integral equa­
tion (7). High-temperature expansions for z, p, and 
X are given in Eqs. (18), (32), and (33), respectively; 
it is noted that these expansions can be obtained 
straightforwardly from the corresponding finite-spin 
expansions by letting S - 00. Low-temperature 
expansions for z, p, and X are given in Eqs. (20), (36), 
and (37), respectively, which to leading order behave 
differently as functions of temperature than the corre­
sponding finite-spin expansions, Eq. (2) and (38), 
respectively. 

In conclusion we remark that, although the partition 

functions for the infinite-spin Ising and Heisenberg 
models have the same asymptotic behavior in the 
limit T - 0+, the pair correlation functions and zero­
field susceptibilities have a completely different tem­
perature dependence in this limit [cf. Eqs. (37) and 
(39)]. 

Note added in proof' G. S. Joyce10 has independently 
discovered most of the results presented here and has 
generalized them to include the classical anisotropic 
Heisenberg chain, which reduces to the present 
model in the limit of extreme anisotropy. Joyce's 
formula (9) for E/2Jll , which was obtained from a 
formula of Sips,ll Eq. (19.1) on p. 363 of Ref. 11 

;. = eK[1 + ...!.. + _5_ + O(K-3)] 
o 2K 4K 48K2 

' 

disagrees in the K-2 term with our formula (20), 
which was obtained from formulas given in Ref. 7. 
Although we have been unable to muster sufficient 
energy to check the basic asymptotic formulas, com­
parison with numerical values (computed from tables 
in Ref. 9) suggests that (20) is correct and that Sips's 
formula is incorrect. 
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The Lehm~-Symanzik-Zimmermann (LSZ) formalism is further used to analyze the 2 V sector of the 
Lee model with boso~ sources at ze~o separ~tion. Unlike previous LSZ investigations of the model, it is 
foun~ that the solutl?ns to t~o sIngular Integra! equations solve ~he .entire sector. Two scattering 
amplitu~es, a P!O?uc~l~n ampli!ude, and an equatIo~ for the determInatIOn of the 2 V potential energy 
are obtaIned. Similarities and differences between this sector and the V + (j subspace are pointed out. 

I. INTRODUCTION 

In a previous paper,l the Lehmann-Symanzik­
Zimmermann approach to the Lee model2 was used 
as a calculational technique to obtain an equation 
for the determination of the V + N potential energy. 
This equation was established by setting the denom­
inator of the V + N propagator equal to zero at the 
V + N bound-state pole, and the corresponding 
residue led to the normalization constant for this 
state. To simplify the procedure in that problem, we 
conveniently set the separation parameter equal to 
zero and imposed commutation relations on all the 
field operators. These conditions are also required in 
the present paper which deals with the much more 
complicated 2 V sector of the Lee model. The V + N 
propagator was found by solving one simple algebraic 
equation; the V + N +t 2N + () vertex function 
and the 2N + () scattering amplitude followed 
straightaway. These characteristics of the first non­
trivial two-heavy-particle sector are completely 
analogous to the first nontrivial one-heavy-particle 
sector.2 The vanishing of the denominator of the V­
particle propagator at the V pole yields the mass 
renormalization constant 6mv, and the residue lead~ 
to the normalization constant of the physical V­
particle state. In this case the propagator is also 
obtained from one simple algebraic equation. The 
V +t N + () vertex function and the N + () scattering 
amplitude are then readily found. 

The basic elements of calculation in the LSZ 
formalism are the 'T functions which are vacuum 
expectation values of time-ordered products of 
Heisenberg operators. In the V and V + N sectors 
there are four such quantities; the symmetry properties 
of those representing the Green's functions for 
scattering are revealed at once by the Matthews-Salam 
equations.3 It is well known that the V sector has been 

1 L. M. Scarfone, J. Math. Phys. 7,159 (1966). 
sM. S. Maxon and R. B. Curtis, Phys. Rev. 137, B996 (1965). 
3 P. T. Matthews and A. Salam, Proc. Roy. Soc. (London) Al21, 

128 (1953). 

analyzed with the conventional eigenvalue-equations 
technique4 and with the methods of dispersion theory.6 
It has also been shown6 that these methods of solution 
go through with equal ease for the V + N case. In 
these approaches one must solve a separable integral 
equation or a Low or Omnes type of singular integral 
equation. Furthermore, these simple sectors are 
promptly solved with the S-matrix diagrammatic 
techniques. Early efforts at solving the more compli­
cated V + () sector in a standard way were thwarted by 
the appearance of a nonclassical type of singular 
integral equation, the so-called Kallen-Pauli equation.4 

It turned out, therefore, that new results were first 
obtained with the methods of dispersion theory,7 
which led to the exact amplitude for V + () elastic 
scattering and the production process V + ()-+ 

N + 2{). Additional considerations8 showed that these 
methods could be extended to yield a particular 
solution of the Kallen-Pauli equation. The same 
solution was also obtained directly through a renewed 
effort with the eigenvalue equations formulation,9 
which further required the solution of another integral 
equation for the N + 2{) elastic scattering amplitude. 
This amplitude also forms a distinct problem in the 
dispersion relations approach. A modified dispersion 
method,lO a diagrammatic technique,!l and the N­
quantum approximation12 have also been used to 
solve the V + () sector. In addition, the literature13 

now contains various other methods for solving the 
Kallen-Pauli equation or generalizations thereof. 

• T. D. Lee, Phys. Rev. 95, 1329 (1954); G. Kiilltln and W. Pauli, 
Kg!. Danske Videnskab. Selskab, Mat.-Fys. Medd. 30, No.7 (1955). 

6 M. L. Goldberger and S. B. Treiman, Phys. Rev. 113, 1163 
(1959); P. DeCelles and G. Feldman, Nuc!. Phys. 14, 517 (1959). 

6 S. Weinberg, Phys. Rev. 102,285 (1955); L. M. Scarfone, Nucl. 
Phys. 39, 658 (1962). 

7 R. D. Amado, Phys. Rev. 122, 696 (1961). 
8 R. P. Kenschaft and R. D. Amado, J. Math. Phys. 5,1340 (1964). 
9 A. Pagnamenta, J. Math. Phys. 6, 955 (1965). 
10 M. T. Vaughn, Nuovo Cimento 40, 803 (1965). 
11 J. C. Howard, Ann. Inst. Henri Poincare 2A, 105 (1965). 
12 A. Pagnamenta, Ann. Phys. (New York) 39, 453 (1966). 
13 E. Kazes, J. Math. Phys. 6,1772 (1965); C. M. Sommerfield J. 

Math. Phys. 6, 1170 (1965); J. B. Bronzan, Phys. Rev. 139, B7S1 
(1965). 
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The LSZ treatment14 of this sector has appeared in a 
recent publication, and the solution to one singular 
integral equation leads to the two elastic-scattering 
amplitudes and "the production amplitude. The V + () 
discrete state problem has also been studied from 
several points of view.14- 16 Besides being an off-the­
energy shell method of calculation, the LSZ formalism 
in the Lee model has an impressive mathematical com­
pactness that holds even in the 2 V sector. The authors2 
of this approach to the model have stated that "it 
elucidates the basic structure of the Lee model in the 
most natural way." Another author17 gives a func­
tional formulation of the model, but he feels that 
this approach "provides a more general way." 

In this paper we investigate the LSZ method of 
solution in the 2 V sector with the heavy particles 
treated as bosons with zero separation. Unlike the 
previous LSZ problems, we must here solve two 
singular integral equations in order to solve the entire 
sector .. The first of these is an equation for the Fourier 
transform of the T function representing the 2 V ~ 
V + N + () vertex. Its solution also provides the 
2 V ~ 2N + 2() vertex function and the 2 V propa­
gator. An equation for the determination of the 2 V 
potential energy is then developed by studying the 
analytic properties of the propagator. The second 
integral equation is an equation for the Fourier 
transform of the T function corresponding to the 
elastic scattering of a () particle by the V + N bound 
system. This function will also make available the 
functions that describe 2N + 2fJ elastic scattering 
and the production process V + N + () --+ 2N + 2(). 
It is interesting to note that the amplitudes for these 
transitions split into two terms, one of which resembles 
an amplitude in the V + fJ case, the other is propor­
tionalto the 2V propagator. We do not leave these 
amplitudes in this form, although they do first come 
that way. 

II. 2V PROPAGATOR AND 
VERTEX FUNCTIONS 

In this section we consider the T functions associated 
with the propagation of two V particles. These 
functions form two equivalent sets of Matthews­
Salam equations which yield a singular integral 
equation for the Fourier transform of the T function 
representing the 2 V ~ V + N + () vertex function. 
The solution of this equation then leads to the Fourier 
transform of the 2 V ~ 2N + 2fJ T function and the 
2 V propagator. Before carrying out this development, 

14 M. S. Maxon, Phys. Rev. 149, 1273 (1966). 
15 A. Pagnamenta, J. Math. Phys. 7,356 (1966). 
16 T. Muta, Progr. Theoret. Phys. (Kyoto) 33, 666 (1965). 
17 H. M. Fried, J. Math. Phys. 7,583 (1966). 

it is convenient to review some results found in the 
V + N sector. 

The Fourier transform of the V + N propagator, 
evaluated at the energy W + 2m, is given by the 
inverse of the function 

W2100 ImG+(w)dw 
G+(W) == G(W + if) = W + - 2 • 

27T I' W (w - W - If) 

in which 

+ ~ reo 1m G+(w) dw, (1) 
27T JI' w - W - if 

and where f is a positive number to be treated as 
infinitesimally small. The cutoff factor I( w) secures the 
convergence of all integrals and is only a function 
of the relativistic fJ-particle energy w = (k2 + ,u2)l. 
The symbol y is an abbreviation for (gj27T)2, where g 
is the renormalized coupling constant and the heavy 
particles V and N are taken with equal mass m. When 
the energy parameter W is set equal to the V + N 
potential energy Wo where Wo < ,u, we are led to the 
condition 

(3) 

This equation determines Wo (at zero separation) as a 
function of the renormalized coupling constant. 
When this constant is less than its critical value (no 
ghosts), Wo is real (negative) and single-valued. IS By 
subtracting G(wo) from (1), we can express G+(W) 
in the useful form 

G+(W) = (W - wo)iX,+(W), (4) 
where 

I)(+(W) = G'(wo) 

+ (W - wo)l°O Im?+(w)dw (5) 
7T I' (w - wo) (w - W - if) 

and G' (wo) is the derivative of G+( W) evaluated at Wo • 

In this way we have extracted the zero in G+(W) and 
obtained the function /X+(W) which has a cut for 
,u < W < 00 and no zero or poles in the cut plane. 
The Fourier transform of the single V propagator, 
evaluated at the energy W + m, is also given by the 
inverse of a function that has a zero and the same cut. 
Because of this the V + N propagator in the 2 V 
sector plays a role very similar to that of the V­
particle propagator in the V + fJ sector. We can show 
by contour integrations that the functions (4) and 

18 Reference 6. 
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(S) have the following integral representations: 

1 1 
G+(W) = (W - wo)Ot(wo) 

+!. i""Im [_I_J dw (6) 
7T /l G+(w) W - W - i€' 

(
. d 2 ,){TS(S; w, W')} l-- m-w-w 
ds 75(S; w, w') 

= 2g{TZ(S; w) + TZ(S; W')}, 
7ls; w) + Tis; w') {

12C} 
13c 

where mo = m + ~mv. We see that (12a), (12b), and 
(12c) form one set of coupled equations for the first 

(7) three 7 functions, and that (13a) , (13b), and (13c) 
form an identical set for the first, fourth, and fifth T 

functions. At this stage in the V + N sector only two 
simple Matthews-Salam equations are needed to 
obtain the V + N propagator from an algebraic 

where Z, the V particle field operator renormalization 
constant, is chosen to lie between zero and unity. We 
also note that 

~mv = (27TZ)-li"" 1m G+(w) dw , 
/l W 

relation. Here we are forced to solve a singular 
(8) integral equation for the Fourier transform of 

7Z(S; w) or, equivalently, T,(S; w) prior to finding the 
(9) Fourier transform of the 2V propagator from an 

algebraic equation. The solution of this singular 
integral equation will not, however, solve the entire 
sector, since we have not yet presented all the 
appropriate T functions in the 2 V sector. 

If Zo is called the normalization constant of the 
V + N bound-state vector, then Z;z = Ot(wo), and 
from (S) or (7) we have 

Ot(Z')- Z . (10) 
IZ'I-+"" 

Let us now introduce the T functions representing 
the 2 V propagator and the two vertices. These are 
given by 

Tl(S) = (01 T[VJv(s)VJv(s)VJtVJt] 10), (lla) 

TZ(S; w) = X-lew) 

x (01 T[VJv(s)VJ~s)a~,(s)VJtVJt] 10), (llb) 
TS(S; w, w') = X-l(W)X-l(w') 

x (01 T[VJN(S)VJN(s)ak(s)ak.(s)VJtVJtJ 10), (llc) 

Ti(S; w) = X-lew) 

x (01 T[VJv(s)VJv(s)VJtVJ;tat] 10), (lld) 
T5(S; w, w') = X-l(W)X-l(w') 

x (01 T[VJvCs)VJv(s)VJ;t;VJkata,t] 10), (lIe) 

where X(w) is an abbreviation for l(w)/(2w)1 and we 
are quantizing in a box of unit volume. Using the 
equal time commutation relations and the field 
equations [as given in Ref. 1 by Eqs. (3) and (18)], 
we are led to the Matthews-Salam equations: 

(i.!! - 2mo)Tl(S) = 2~ ~(s) 
ds Z 

+ 2g I X2(W){TZ(S; W)}, {12a} 
Z k Tis; w) 13a 

Introducing the Fourier representations 

Tp(S; w, w', ... ) = 2i f"" dWe-iW8.fp{W; w, w', ... ), 
7T -"" 

(14a) 

TP(W; w, w', ... ) = ~ f"" dseiW8Tp(S; w, w', ... ), 
l -00 

(14b) 

and transforming to continuous space, we obtain 

(W - 2mo}TlW) = 2Z-2 + (7TgZ)-l 

x L""Im [G+(w}}Tz(W; w) dw, (ISa) 

(W - mo - m - w}Tz(W; w) = gTl(W) + (27TgZrl 

x L"" 1m [G+(W')]TS( W; w, w') dw', (1Sb) 

(W - 2m - w - w'}Ts(W; w, w') 

= 2g[Tz(W; w) + fz(W; w')], (ISc) 

and an identical set of equations in which f,(W; w) 
and T5(W; w, w') replace fz(W; w) and fs(W; w, w'), 
respectively. From (ISc) 

.... (W' ') _ 2g[f2( W; w) + fz(W; w')] (16) 
~ ,~w - . 

W - 2m - w - w' + i€ 

Substituting this expression into (ISb), we arrive at 
the following integral equation: 

G+(W - 2m - w}T(W; w) 

.... I Loo 1m [G+(w')]f(W; w') dw' 
= gZT1(W) + - , .' (17) 

7T /l W - 2m - w - w + l€ 
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where feW; (0) denotes either f 2(W; (0) or f 4(W; (0). 
The inhomogeneous term in (17) is, of course, at this 
point unknown, but we consider this integral equation 
as an equation in the variable £0 for fixed W, so that 
fleW) appears as an unknown constant. In carrying 
out the solution of (17), we obtain the same result for 
f 2(W; (0) and f 4(W; (0). This result involves the 
propagator as an over-all factor and, upon substituting 
into (lSa), we can subsequently remove fleW) from 
the integral and determine it by solving the resulting 
algebraic relation. The equality of f 2(W; (0) and 
f 4(W; (0) leads to the equality of T2(S; (0) and T4(S; (0), 
which are known from their definitions to coincide 
at S = O. It then follows from (12c) and (13c) that 
T3(S; £0, £0') = T5(S; £0, £0'), since T3(0; £0, £0') = 0 = 
T5(0; £0, £0'). 

Letting W --+ W + 2m, introducing the definition 

r(w; (0) == J(W; £0 - iE) 

= G+(W - w)f(W + 2m; (0) (18) 

gZTtCW + 2m) 

and extending £0 into the complex Z' plane, we see 
that Eq. (17) becomes 

J(W' Z') = 1 _.! i oo 
1m [G+(w')]r(W; £0') dw' 

, 7T /l (£0' - W+ Z')G+(W- £0')' 

(19) 
where 

r(w; (0) == lim J(W; Z'). (20) 
Z'-+co-iE 

The singular integral equation that arises in the 
eigenvalue approach to the 2 V bound-state problem 
can be deduced from Eq. (19) by letting Wbecome the 
2V potential energy. We shall consider this formula­
tion of the 2 V sector in a future communication. 
Equations of the type (19) with a perfectly general 
inhomogeneous term have been studied by Maxon.14 

In our case, however, we are involved with the V + N 
function G rather than the V particle function (also 
called G in Ref. 14). Applying his method of solution, 
we find 

J(W' Z') = G(W - Z') 
, Z[1 + IX(Wo)G+(W - WO)/jj7(W - £(0)] 

{ 
1 IX(Wo)G+(W - £(0) 

X , + -'--"'--, --'----~ 
W- £00 - Z Z - £00 

where 

X [I w(W - Z') - IW(W - wo)]}, (21) 

Iw(Z') =.! (oolm [_1_J dw . 
7T J/l G+(w) (£0 - Z')O(+(W - (0) 

(22) 

An integral corresponding to Iw(Z') was first intro­
duced in the V + () sector,9 and, in analogy with that 
case, we find the identity 

(£00 - Z')lw(Z') + (£00 - W + Z')lw(W - Z') 

W - 2£00 ( ) + ( ) = + 2£00 - W 1 w W - £00 
IX(Wo)G+(W - £(0) 

(Z' - wo)(W - z' - £(0) (23) 

G(Z')G(W - Z') 

This relation is useful in verifying that Eq. (21) does 
indeed satisfy Eq. (19) and in simplifying the matrix 
elements that arise in Sec. III. From Eqs. (18), (20), 
and (21) we are led to the solution of Eq. (17): 

f( W + 2m; (0) = f 2(W + 2m; w) = fiW + 2m; (0) 

gfl(W + 2m) 
= ----~~--~----

[1 + IX(Wo)G+(W - wo)ljv(W - £(0)] 

X + -'--=------'----"" { 
1 IX(Wo)G+(W - £(0) 

W - £0 - £00 + iE £0 - £00 

X [Iif, (W - (0) - Iif, (W - wo)]}. (24) 

When this result is combined with Eq. (lSa), we solve 
for the 2 V propagator and express it in the form (see 
Appendix) 

Tl(W + 2m) 

where 

4[1 + IX(Wo)G+(W - wo)liv(W - £(0)] 

D(W) 

D(W) == Z2(W - 2bmv) 

X [1 + IX(Wo)G+(W - wo)Ijv(W - £(0)] 

(25) 

+ IX(Wo)G+(W - £(0), (26) 

The calculation of the f functions in this section is now 
complete. We have resolved the 2V propagator in 
terms of (a) quantities and functions that arise in the 
V and V + N sectors and (b) the integral Iw. This 
result finishes off the other T functions, as shown by 
Eqs. (24) and (16) 

In order to obtain an eigenvalue equation for the 
determination of the 2 V potential energy, it is 
necessary to consider the analytic properties of the 
2V propagator. For this purpose we insert Eq. (lla) 
and a complete set of intermediate states into Eq. 
(14b) to get 

Tl(W) = 2z1 + I 1(01 V'vV'v In)1
2 

(27) 
W - EB + iE n W - En + iE ' 

where ZB is the normalization constant of the 2V 
bound state (assuming only one such state) and In) 
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refers to all other states having the same quantum 
numbers as two V particles. We see that the propagator 
has a simple pole at the total bound-state energy 
W = EB == 2m + wB . Thus it follows from Eq. (26) 
that 

D(WB) = Z2(WB - 2!5mv)[1 - (t.(WO)G(WB - wo) 

x A(wB - wo)] + (t.(WO)G(WB - wo) = 0, (28) 

where, more generally, 

A(w) == -I~(}Jo(w) 

= .! 100 1m [_1_J dw' 
'IT /J G+( w') G+( W + Wo _ w') . (29) 

Equation (28) determines the 2V potential energy WB 
(recall the lack of recoil in the model) as a function of 
the renormalized coupling constant, and, of course, 
the V + N potential energy Wo is obtained from (3). 
In Eq. (28) G(wB - wo) and A(wB - wo) are real 
integrals, since the stability of the 2V system requires 
that WB < Wo + ft < 2ft. We see from Eq. (29) that 
A(w) has the branch cuts !' ~ W ~ ooand2!, - Wo ~ 
W ~ 00. These cuts originate from the V + N + () 
and 2N + 2() intermediate states, respectively. At the 
pole W = EB , Tl(W) has the residue 2~, and 
consequently we can use 

2Z~ = lim (W - wB)Tl(W + 2m) (30) 
W .... (}JB 

to find ZB' The T functions that have been derived in 
this section can also be used to obtain the other 
expansion coefficients in the 2 V bound-state vector; 
but since the chief purpose of this paper is to pursue 
the formal LSZ solution of the 2 V sector, we do not 
calculate these coefficients nor do we go into a 
detailed study ofEq. (28). These problems will also be 
present in the eigenvalue treatment of this sector, and 
we reserve them for that investigation. To simplify the 
actual analysis of Eq. (28) one could set the cutoff 
function equal to unity and use nonrelativistic () 
particles. It should also be possible to analyze the 
2 V bound-state spectrum when the probability Z is 
less than zero. 

m. SCATTERING AND PRODUCTION 
PROCESSES 

So far we have seen that the 2 V propagator and two 
vertex functions form a distinct problem in the LSZ 
approach to the 2 V sector. In this section we consider 
another set of T functions that require a separate 
procedure. These functions give rise to a new system 
of coupled Matthews-Salam equations, and the 
solution to one singular integral equation yields the 
T functions corresponding to V + N + () and 

( b) 

"',8w B,.,N / 

:;~::~~O;~::~ .. 
(cl 

FIG. 1. Diagrams corresponding to (a) V + N + 6 elastic 
scattering, (b) Production process V + N + 6 -+ 2N + 26 and 
(c) 2N + 26 elastic scattering. • 

2N + 2() elastic scattering and the production process 
V + N + () -- 2N + 2(). The S-matrix elements for 
these transitions are given by 

Sr.tN
+8 = !5kk, - (t.(wo)X(w)X(w') L: dt'L: dt 

x ei (2m+wo+wlt'1)(t'; WP6(t' - t; w, w') 

X 1)*(t; w')e-i (2m+wo+w'lt, (31) 

Pk";kk' = -ilX!(wo)X{w)X(w')X(w") L: dt' L: dt 

x ei (2m+w+w'lt'1)(t'; W - Wo + W'P8(t' - t; w, w', w") 

x fu*(t; w")e-t(2m+wo+w"lt, (32) 

S
2N+211 _ !5kk,,!5k'k" + /jkk"/jk'k" 
k"k";k'k - 2 

- dt' dt X(W)X(W')X(W")X(W"')fOO fOO 
4 -00-00 

X i(2m+w+w'It'1)(t'; W - Wo + w') 

x T 9(t' - t; w, w', w", w",) 

X ~*(t; w" - Wo + w"')e-i(2m+w"+w"lt, 
(33) 

where 
~(t; w) = [i(d/dt) - 2m - Wo - w]. 

The factors (t.(wo) and (t.!(wo) originate in the bound­
state contractions. These processes are depicted in 
Fig. I where the solid lines in the diagrams are used to 
symbolize two heavy particles. Actually, there are four 
appropriate T functions involved here and they are 
given as follows: 

Te(S; W, w') = X-l(W)X-l(w') 

x (01 T[ V'v(s)V'N(s)ais)V'tV';tat] 10), (34a) 
T7(S; w, w', w") = X-l(W)X-1(w')X-1(w") 

x (01 T[V'V(S)V'N(s)ak(s)V';tV';tata~,] 10), (34b) 
TS(S; w, w', w") = X-l(W)X-l(w')X-l(w") 

x (01 T[V'N(s)V'NCs)ak(s)ak.(s)V'tV';ta~,] 10), (34c) 
Tg(S; w, w', w", w",) = X-l(W)X-l(W')X-l(W")X-l(WIll) 

x (01 T[V'NCs)V'N(s)ais)ak.(s)V';tV';ta;'a}] 10). (34d) 
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As before we use the equal time commutation relations 
and the field equations to establish the corresponding 
Matthews-Salam equations: 

(i:s -mo -m-ro)1"6(S;ro,ro') 

= .!.. r5(s) r5kk,X-2(ro) + g1"is; ro') 
Z 

g ~ X2( If) ( If ') + - k ro 1"s s; ro , ro, ro , 
Z k" 

(i :s - 2m - ro' - ro lf)1"7(S; ro, ro', rolf) 

(35a) 

= 2g[1"6(S; ro, ro') + 1"6(S; ro, rolf)], (35b) 

(
. d 2 ,) ( , If) I ds - m - ro - ro 1"s s; ro, ro, ro 

= 2gh(s; ro, rolf) + 1"6(S; ro', rolf)], (35c) 

(
. d 2 ,) ( , If rtf) I

ds
- m-ro-ro 1"9s;ro,ro,ro,ro 

= 2ir5(s)X-\ro)X-2(ro')[r5kk"r5k ,k'" + r5k'k"r5kk,"] 

+ 2g[1"7(S; ro, rolf, ro"') + 1"7(S; ro', rolf, ro"')]. (35d) 

In the LSZ solution of the V and V + N sectors, it 
was found from the Matthews-Salam equations that 
the 1" functions for N + () and 2N + () scattering were 
symmetric under interchange of the initial and final 
ro variables. In both of these cases, this basically 
follows from the very close relationship between the 
scattering amplitude, the propagator and the vertex 
function.,--a relationship that is characteristic of the 
sectors nN + () (n = 1,2,3, ... ) when the separation 
parameters are all taken equal to zero.19 Since the 
interaction effects are more complicated in the 2 V 
sector, we do not expect equally simple connections 
between the V + N + () scattering amplitude, the 2 V 
propagator, and the vertex functions. The expression 
for T6 [see (43)] shows that it is not symmetric in ro 
and ro'. It is because of this that the only obvious 
symmetry properties of 1"7' 1"s, and 1"9 are those due to 
the interchange of ro variables in the initial or final 
states. A similar situation exists in the V + () case 
which has a system of Matthews-Salam equations 
analogous to those given above except for the 1"4 term 
in Eq. (35a). This term embodies the 2V interaction 
and its effects will appear in all three transition 
amplitudes. Carrying out the Fourier transformation 
as before, we have 

(W - mo - m - ro)T6(W; ro, ro') = r5kk , X-2(ro) 
Z 

+ gTiW; ro') + ~~X2(rolf)TS(W; rolf, ro, ro'), (36a) 

19 L. M. Scarfone, Nuovo Cimento 48, 84 (1967). 

(W - 2m - ro - ro')Ts(W; ro, ro', rolf) 

= 2g[T6(W; ro, rolf) + T6(W; ro', rolf)], (36b) 

(W - 2m - ro' - ro lf)T7(W; ro, ro', ro") 

= 2g[TlW; ro, ro') + T6(W; ro, rolf)], (36c) 

(W - 2m - ro - ro')T9(W; ro, ro', rolf, ro"') 

= 2X-2( ro )X-2( ro')[ r5kk"r5k'km + r5k 'k"r5kk,"] 

+ 2g[T7(W; w, rolf, ro"') + T7(W; ro', rolf, ro",)]. 

From Eq. (36b) we get the relation 

TS(W; rolf, ro, ro') 

2g[T6(W; rolf, ro') + T6(W; ro, ro')] 
= 

W - 2m - ro - ro" + iE 

(36d) 

(37) 

Substituting Eq. (37) into Eq. (36a) and letting 
W ~ W + 2m, we are led to the following singular 
integral equation for T6: 

G+(W - ro)T6(W + 2m; ro, ro') 

= r5kk,X-2(ro) + gZTiW + 2m; ro') 

2 2 ~X2(rolf)T6(W + 2m; rolf, ro') (38) + g k If .' 
k" W- ro - ro - IE 

Next, we introduce the definitions 

L-(W; ro) == L(W; ro - iE) 

== (Zj2g)G+(W - ro)T4(W + 2m; ro), 

(39) 
T-(W; ro, ro') == T(W; ro - iE, ro') 

== (lj2g2)G+(W - ro') 

X [G+(W - W)T6(W + 2m; ro, ro') 

- r5kk,X-2(ro/)], (40) 

and transform to continuous space to obtain (38) in 
the form 

T(W' Z' w') = L-(W' ro') + 1 
, , 'W-Z'-ro' 

_1 foo 1m [G+(rolf)]T-(W; rolf, ro/) drolf 

1T u (rolf + Z' _ W)G+(W _ rolf) , (41) 

where 
T-(W; ro, ro/) = lim T(W; ZI, ro/). (42) 

Z'-+Cl)-iE 

With Wand ro' fixed, we consider this equation as an 
equation in Z'. Thus the first term on the right-hand 
side of Eq. (41) is treated as a known' constant. The 
singular integral equation that originates in the 
eigenvalue approach to V + N + () scattering is 
readily deduced from (41) by letting W ~ ro' + roo 
and Z' ~ ro - iE. Under these conditions there is a 
direct relationship between T(W; ZI, ro/) and the 
expansion coefficients of the bare V + N + () states. 
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L-(W; w') essentially becomes the coefficient of the 
2 V bare state that occurs in the physical V + N + () 
scattering states. 

Equation (41) is solved with the same method used 
for (19) and then from Eqs. (39), (40), and (42) we 
obtain the result 

A (W+ 2' ') _ i5kk,X-
2
(W) + 2g2 

78 m,w,w-
G+(W - w') (W - w - wo)(W - w' - wo) 

x (W 1, + . [Cwo - w')Itv(w') + +( ') +~W ,)J - w - W IE oc W oc - w 

+ (W - w'- wo)2Itv(W - w') _ (W - w - WO)2(W - 2w')Itv(W - w) 

(wo - w')(w - w' - iE) (wo - w')(w - w' - iE)(W - W - w' + iE) 

X -oc(wo)G+(W - wo) [(W - w - wo)Itv(W - w) + (2wo - W)Itv(W - wo)J 

(wo - w)(wo - w') 1 + oc(wo)G+(W - wo)!j:j;r(W - wo) 

x [(wo - w')Itv(w') + (W - w'- wo)IJ(W - w') + 1 ] 
oc+(w')oc+(W - w') 

+ (W - w' - woFlW + 2m; w') . 
2g 

X {I _ oc(wo)G+(W - wo) [(W - w - wo)Itv(W - w) + (2wo -W)IW(W - wo)J})' 
Wo - w 1 + oc(wo)G+(W - wo)Itv(W - wo) 

(43) 

It is evident, as stated previously, that -96 is not latter case. The entire expression for 78 is formulated 
symmetric in w and w'. A comparison between our in terms of simple energy factors, the integral I w , and 
solution (43) and the one given in Ref. 14 for f5 shows functions and quantities that arise in the V and 
an obvious correspond~nce of terms, except, of V + N sectors. From Eqs. (36c) and (36d) we see 
course, for those involving -94 which do not occur in the that 

A (W+ 2' ''') _ 2 [-96(W + 2m; w, w') + f8(W + 2m; w, w")] 
77 m, w, w ,w - g , ". , 

W- w - w + IE 
(44) 

A (W 2 ,,, III) 2X-2(W)X-2(W')[!5kk,,!5k'k" + i5k'k,,!5kk"] 
79 + m;w,w,w,w = 

W- w - w' + if: 
+ 4 2 [f8(W + 2m; w, w") + f6(W + 2m; w, Will) + f8(W + 2m; w', w") + f 6(W + 2m; w', w")]. (45) 

g (W' + . )(W " III + . ) - w - W IE - W - W IE' 

This completes the determination of the f functions, and now we proceed to calculate the S-matrix elements. 
For V + N + () elastic scattering we use Eqs. (14a), (31), and (43) to get 

In carrying out the integrations in Eq. (31), we find 
that W -- w + Wo = w' + wo, which means that 
terms in -98 containing the factors (W - w - wo) and 
(W - w' - wo)give no contribution. Note, however, 
by Eq. (24), that (W - w' - wo)f,(W + 2m; w') is 
nonvanishing. The first term in the curly brackets 
of Eq. (46) resembles the result found for V + () 

(46) 

elastic scattering and the second term is proportional 
to the 2 V propagator as shown by Eq. (25). In the 
V + () case, a denominator similar to 1 - ocG+ A 
leads to a condition for the V + () bound state. Here, 
however, this denominator is eliminated when Eq. 
(26) is used to obtain the second equality in Eq. (46). 

Turning to the production amplitude (32), we 



                                                                                                                                    

2 V SECTOR OF THE LEE MODEL 253 

employ Eqs. (14a), (37), and (43) to derive 

Pk";kk' = 81Tig3X(w)X(w')X(w")t5(wo + w" - w - w'}xt(wo) 

{ 
1 a( wo)G+( w") } 

x G+(w)G+(w')[1 _ oc(wo)G+(w")A(w")] - G+(w)G+(w')D(w" + wo)[1 - a(wo)G+(w")A(w")] 

8Z21Tiol(wo)g3X(W)X(w')X(w")t5(wo + w" - w - w')(w" + Wo - 2t5mv) 
(47) = 

In arriving at this result, we have used W = w" + Wo = 
w + w' which gives less simplification in TS than the W 
of the previous case; thus more algebra is required. 
The first term in the curly brackets is similar to the 
production amplitude in the V + () sector. The final 
form of Eq. (47) comes from using Eq. (26), and it 

The algebraic manipulations involved in reaching this 
result are more complicated than in the other two 
cases because of the lack of any initial simplification in 
(43) for W = w + w' = w" + w"'. The Kronecker 
deltas in the first part of Eq. (48) denote the occurrence 
of no scattering at all and the next part (in square 
brackets) refers to the elastic scattering of one () 
particle by the 2N sources while the other () is un­
scattered. The first term in the curly brackets has the 
same form as the N + 2() scattering amplitude, and 
when Eq. (26) is used the entire curly-bracketed 
expression becomes 

Z2(W + w' -2bmv)ex(wo)G+(w + w' - wo) 
G+(w)G+(w')G+(w")G+(w"')D(w + w') (49) 

Once again, the denominator 1 - exG+ A is eliminated. 
In Eq. (49) there are factors describing the initial and 
final scattering of the () particles by 2N particles and a 
factor for the intermediate 2 V effects. 

IV. CONCLUDING REMARKS 

We have found that two singular integral equations 
arise in the LSZ approach to the 2 V sector of the Lee 
model with boson sources and that their solutions 
determine all the appropriate f functions. These 
functions separate into two distinct, yet coupled, sets, 

G+(w)G+(w')D(w" + wo) 

contains a factor for the 2 V interaction effects and a 
factor [G+(w)G+(W')]-l describing the final state 
scattering of the () particles by the 2N sources. 

Finally, we consider the scattering process (33) 
which, with the help of Eqs. (14a) , (43), and (45), 
becomes 

one of which cont!lins the 2 V propagator and related 
vertex functions, the other embodies the f functions 
corresponding to scattering and production processes. 
Each function in the latter set gets coupled to the 2 V 
interaction through the vertex 2 V ~ V + N + (). 
Accordingly, all three amplitudes (46), (47), and 
(48) received the factor D-l where D is the denominator 
of the 2 V propagator. There are poles in these 
amplitudes attributed to the vanishing of D and G in 
the denominators and branch cuts due to G and A. 
The interpretation of the amplitudes parallels that of 
the V + () subspace. The appearance of D-l in the 
final form of each amplitude in place of a denominator 
like 1 - exG+ A is due to the formation of an inter­
mediate 2 V state rather than a V + N + () discrete 
state. 

It should be reasonably straightforward to extend 
our considerations to the higher sectors 2 V + nN 
(n = 1, 2, 3, ... ,) since these also contain only two 
() particles. Now that we have found the solution to 
the scattering processes V + N + () and 2N + 2(), 
we can consider the next most complicated two source 
case, namely 2V + () scattering and other related 
processes. We can also think of using heavy-particle 
sources with nonzero separation parameters. In 
this regard we have already carried out the exactly 
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soluble and instructive problem of the scattering of a 
single (j by two noncoincident N particles. Finally, we 
propose to investigate a dispersion relations calcula­
tion of the 2 V bound-state energy condition (25) 
starting with the vertex function (VI Iv IB) where Iv 
is the V particle current operator, I V) the physical 
one particle V state, and IE) the 2 V bound state. 
Blankenbecker and Cook20 have pointed out that 
many of the properties of the bound state can be 
studied in this way, and our example may be the first 
instance of an exact dispersion-relations calculation 
invoiving the exchange of two mesons. 

APPENDIX 

To derive (25), we substitute (24) into (ISa) and 
obtain 

rlW + 2m) = (2/Z)[1 + ~(wo)G+(W - wo) 

X I~(W - wo)]{Z(W - 2t5mv)[1 + ~(wo) 

X G+(W - wo)Yw(W - wo)] 

+ 1- (00 1m G+(w) dw 

7TJ,.. w - (W- wo) - iE 

+ ~(wo)G+(W - wo)Iiv(W - wo) 

lioolmG+(W)dW () +(W ) X - - ~ Wo w - Wo 
7T,.. W - Wo 

X..! (00 1m [G+(w)]I~(W - w) dW}-l. (Al) 
7T J,.. w - Wo 

The first two integrals in the curly brackets are 
evaluated with the relation 

..! i'" 1m G+(w) dw 
7T,.. W -W- iE 

= G+(W) + Zt5mv - Zw, (A2) 

which follows from Eqs. (1), (8), and (9). Thus, with 

10 R. Blankenbecker and L. F. Cook, Phys. Rev. 119, 1745 (1960). 

the help of Eq. (3), the denominator in (AI) becomes 

Z(W - Wo - t5mv)~(wo)G+(W - wo)Ijv(W: - wo) 

+ Z(wo - t5mv) + G+(W - wo) 

- ~(wo)G+(W - wo) 

X !. ('" 1m [G+(w)]Iiv(W - w) dw . (A3) 
7TJ,.. w - Wo 

If we let C(W) be an abbreviation for the integral in 
Eq. (A3), including the factor (lj7T), then from Eqs. 
(22) and (7), and one elementary contour integration 
we obtain 

C(W) = Z - cx(wo) 
Z~(wo) 

- ~ ('" 1m [_1 ] dw (A4) 
7T J,.. G+(w) ~+(W - w) . 

Now by doing a partial fraction decomposition in 
IiV(W - wo) we learn that 

li"'l [ 1 ] __ dw __ 
- -:;;:,.. m G+(w)~+(W _ w) 

= (W - 2wo)Ity(W - wo) 

+ ..! ('" 1m [_1 ] dw (AS) 
7TJ,.. cx(w) G+(W-w)· 

The integral on the left-hand side of Eq. (AS) is the 
integral that appears in Eq. (A4). At this point, we 
make use of Eq. (6) in the integral on the right-hand 
side of Eq. (AS), and after some straightforward 
contour integrations, Eq. (AS) becomes 

21
00 

1 [ 1 ] dw 
- -:;;: ,.. m G+(w) cx+(W - w) 

= (W - 2wo)I;V(W - Wo) 

+ ~(Wo)~+(W - Wo) - Z2. (A6) 
Z2~(WO)~+(W - wo) 

Returning to Eq. (A4) with this result, and then back 
to Eqs. (A3) and (AI), we get Eq. (25). 
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A reexamination is made of nonrelativistic scattering by a superposition of Yukawa potentials in the 
frame of a high-energy perturbation method developed previously by one of the authors. It is found that 
for Yukawa potentials expandable in ascending powers of r, the S matrix may be written in a remarkably 
simple form. A high-energy asymptotic expansion is obtained for the phase shift. The residue function 
at the Regge poles is found to have the same general form as for a Coulomb potential and is formally 
independent of any high-energy approximation. 

1. INTRODUCTION 

In recent years some high-energy experiments have 
motivated an intense study of the high-energy behavior 
of scattering amplitudes. Particular attention has 
always been paid to potential theory because there the 
scattering amplitude can be calculated more easily 
than in field theory or S-matrix theory. Moreover, 
potential theory arises frequently as a simplified 
version of a more ambitious theory and often yields 
results which, even in relativistic cases, are as good as 
any other approximations. Also, considerable insight 
into the analytic nature of scattering amplitudes has 
been gained from a thorough study of potential theory. 

The Yukawa potential is of particular interest 
because, of all well-known potentials, it is the only 
one which corresponds directly to the exchange of an 
elementary particle. It is also the only potential for 
which (so far) a Mandelstam representation of the 
scattering amplitude has been shown to exist. 

In previous papers1.2 one of us used a powerful 
perturbation procedure for an examination of the 
scattering by a superposition of Yukawa potentials. 
Following Mandelstam3 and Lovelace and Masson,4 
the over-all potential was assumed to be expandable 
in a series of ascending powers of r. However, some 
of the results obtained-as, for instance, the expres­
sion for the nonrelativistic S matrix-look clumsy and 
complicated. Here we show by a reexamination that 
these complications are only apparent. Expressed 
more precisely, we show by an investigation of the 
first seven terms of the high-energy expansions of the 
solutions and eigenvalues of the Schrodinger equation, 
that these complications do in fact cancel out. More­
over, it becomes obvious that this cancellation must 
occur to any order of approximation. 

* Present address: Sektion Physik, Universitiit Miinchen, 
Lehrstuhl Prof. Bopp, Miinchen. 

t Partially supported by Research Corporation grant. 
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In Sec. 2 we introduce our notation and basic 
definitions. In Sec. 3 we recalculate the fundamental 
Jost solution from which the Jost function, and hence 
the S matrix, may be derived. We present these results 
and the expansion for the eigenvalues in sufficient 
detail to facilitate programming for computers. 
In Sec. 4 we derive the S matrix and calculate phase 
shifts and residues. These results are found to be 
remarkably simple and completely analogous to 
corresponding formulas for the Coulomb potential.5 

In particular, the expression for the residue is found 
to be independent of any high-energy approximation. 

2. SOLUTIONS OF THE RADIAL 
SCHRODINGER EQUATION 

The radial Schrodinger equation for the partial 
wave "PI(k, r) corresponding to a potential VCr) is 

[d2jdr2 + k2 - 1(1 ; 1) - VCr) ] "PI(k, r) = 0, (2.1) 

where E = k2 and Ii = c = 1 = 2m, m being the 
reduced mass of the system. Previously! we derived 
four high-energy asymptotic solutions of this equation 
subject to the boundary conditions 

and 

"Pf(l, k; r) ""' (kr)I+I} 
for Irl---+ 00 

"P~(1, k; r) ""' (kr)-I 

"P~(l, k; r) ""' eikr 
} 

"Pf(l, k; r) ""' e-ikr 
for 1 rl ---+ 00. 

(2.2a) 

(2.2b) 

As is well known, these solutions may be conveniently 
expressed in terms of each other by the relation 

"Pf(l, k; r) = e1
2: l)f!!( -k) 

x [f(l, k)"P~(l, k; r) - (- )1(1, -k)"PN1, k; r)], 
(2.3) 

where the Jost functionj(l, -k) is given by6 

f(l, -k) == lim r(l + 1) (-2ikrY"P~(l, k, r). (2.4) 
r .... O r(21 + 1) 

• V. Singh. Phys. Rev. 127,632 (1962). 
6 D. I. Fivel and A. Klein, J. Math. Phys. 4, 274 (1960). 
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The asymptotic form of the regular solution v{ is 
then found to be 

·1 

1pf(l, k; r) ~!. (21 + 1) exp [i<5(I, k)] 
k 

x sin [kr - 111T + <5(1, k)], (2.5) 
with 

S(I, k) = exp [2i<5(I, k)] = f(l, k). (2.6) 
f(l,-k) 

Thus, to determine the scattering matrix S or the 
phase shift <5, it is first necessary to find the Jost 
function f or, equivalently, the Jost solution 1pf. 
Previouslyl we derived high-energy asymptotic expan­
sions for all solutions (2.2). However, for a better 
understanding of the subsequent section, we rederive 
the solution 1pf. 

Throughout we consider a generalized Yukawa 
potential V(r) which can be expanded as a power 
series in r: 

00 

V(r) = ! MHl( _r)i, (2.7) 
i=-l 

where, for the real potentials we consider here, all Mi 
are real and independent of k. Then, as pointed out 
before1 and discussed in detail by Bethe and Kino­
shita,7 a countably infinite number of Regge poles 
may be defined in the region oflarge negative energies, 
by requiring I +n + 1, for n = 0, 1,2, ... , to be of 
order 11k, i.e., 

I + n + 1 = - 6.2~)' IKI ---. 00, (2.S) 

where K = ik and 6. is an expansion in d"escending 
powers of K. The function 6. is obtained from the 
secular equation of the eigenvalue problem, and it is 
knownI.2 up to (and including) the term in l1K7. It 
may be written down in the two forms: 

1 
6.n(K) = Mo - 2K2 [n(n + I)M2 + MIMo] 

_ (2n + I)MoM2 + _1_ 
4K3 SK4 

x [3Min - l)n(n + 1)(n + 2) 

+ 2MsMo(3n2 + 3n - 1) + 6M2M1n(n + 1) 

+ 2M M2 + 3M2M] + (2n + 1) 
2 0 1 0 SKs 

x [3M4MO(n2 + n - 1) + 3MsM~ 
+ M~n(n + 1) + 4M2MIMo] + 0(I/K7) (2.9) 

and 
1 1 

6./(K) = Mo - 2K2 [/(l + I)M2 + MoMl) + 8K4 

X [3(1 - 1)/(/ + 1)(1 + 2)M4 + 2MsMo(3/2 + 31 - 1) 

+ 6/(1 + 1)M2Ml + 3M2M~ + 3M~Mo] + 0(1/ K6
), 

(2.10) 
7 H. A. Bethe and T. Kinoshita, Phys. Rev. 128, 1418 (1962). 

Eq. (2.10) being obtained by a trivial inversion of (2.S). 
In particular we observe that 6. /(K) has the property 

(2.11) 

3. JOST SOLUTIONS 

To obtain the Jost solution 1pf, we set z = -2Kr 
and 

1pf(/, k; z) = c· e-z/2zHlxs(l, k; z), (3.1) 

c being a constant independent of r. Then XS is a 
solution of the equation 

DnX = ..!.. (Mo - 6.(K»X + ..!.. ! (2..)iMiX' (3.2) 
2K 2Ki=l 2K 

where 
Dn = ztPldz2 + (b - z) dldz - a (3.3) 

and [cf. (2.S)] 

a = 1+ 1 + 6.(K) = -n, (3.4) 
2K 

b = 21 + 2 = -2n _ 6.(K) . (3.5) 
K 

Since, however, the right-hand side of (3.2) is of order 
11K, we have to a first approximation 

(3.6) 

A glance at the differential operator (3.3) shows that 
(3.6) is a confluent hypergeometric equation. A 
particular solution of this equation is the functionS 

r(1 - b) 
'Y(a, b; z) = «I>(a, b; z) 

r(a - b + 1) 

+ r(b - 1) i-b<P(a _ b + 1,2- b; z), (3.7) 
r(a) 

where «I> is the well-known hypergeometric function 
defined by the Kummer series. It is now convenient 
to set the constant c in (3.1) equal to l/r(a) and to 
define the first approximation of XS as 

X~I) = r(a)'Y(a, b; z) == 'Y(a, b; z). (3.S) 

The solution 'Y so defined then satisfies the recurrence 
relation 

z'Y(a) = (a, a + 1)'Y(a + 1) + (a, a) 'Y(a) 

+ (a, a - 1)'1'(a - 1), (3.9) 

where 
'1'(a + j) == '1'(a + j, b; z) 

8 Higher Transcendental Functions, A. Erdh~yi, W. Magnus, 
F. Oberhettinger, and F. G. Tricomi, Eds. (McGraw-Hill Book 
Company, Inc., New York, 1955), Vol. III. 
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and 

(a, a + 1) = a - b + 1 == a, 

(a, a) = b - 2a = {3 - 2a, {3 == 2 - b, (3.lO) 

(a, a-I) = a-I = a - {3. 

Note: These coefficients correspond to the coefficients 
(a, a + j)* defined in our earlier paper. l 

By a repeated application of the recurrence relation 
(3.9) we obtain 

m 

zm'Y(a) = 2 Sm(a,j)'Y(a + j). (3.11) 
j=-m 

The coefficients Sm(a,j) may then be computed from a 
recurrence relation which follows from the coefficients 
(3.10): 

Sm(a,j) = (a + j - 1, a + j)Sm_l(a,j - 1) 

+ (a + j, a + j)Sm_l(a,j) 

where the prime on the second sum implies j ¢ O. 
The coefficients Pi(a,j) are easily found, e.g., 

P ( 1) 
_ [a, a + 1]2 

2 a, - , 
1 

P ( -1) _ [a, a - 1]2 
2 a, - , 

-1 

P ( 2) 
_ [a, a + 2]3 

3 a, - , 
2 

P (a 1) = [a, a + 1]3 [a, a + 1]2 
3 , 1 + 1 

X [a + 1,a + 1lI. (3.17) 
1 

Again these coefficients may be obtained from a 
recurrence relation which follows from (3.14): 

r i-I 

tPr(a, t) = 2 2 [a + t - j, a + t]i 
i~l i~-(i-l) 

+ (a + j + 1, a + j)Sm_l(a,j + 1). (3.12) X Pr-l(a, t - j). (3.18) 

The corresponding boundary conditions are: 

A. So(a, 0) = 1, all other So(a, i -:F- 0) = o. 
B. All Sm(a,j) for Ijl > m are zero. 

If we now substitute the first approximation (3.8) 
into the right-hand side of (3.2), the latter may be 
written 
1 _ 00 1 i . _ . 

- [a, all 'Y(a) + 2 ~ 2 [a, a + J]i+I'Y(a + J), 
2K i~l (2K) i~-i 

(3.13) 
where 

[a, all = Mo - ~(K), 

[a, a + j]i+1 = MiSi(a,j), 0 ~ Ijl ~ i. (3.14) 

The usefulness of this notation is now seen in the 
ease with which it permits the calculation of any 
number of higher-order perturbation terms. For, any 
term fl 'Y(a + n) on the right-hand side of (3.2) 
[e.g., for the second approximation in (3.13)] may be 
cancelled out by adding a contribution fl 'Y(a + n)jn 
to the previous approximation, except, of course, 
when n = O. This follows simply from the fact that 

[ 
'Y(a + n)] \1'" 

Dn fl n = wr(a + n). (3.15) 

The coefficient of the sum of all the remaining terms in 
'Y(a) is then set equal to zero and yields the secular 
equation from which ~(K) is determined. Reordering 
successive approximations in powers of 1 j K, one 
finally obtains the expansion 

x~a,b;~=~(a,b;~ 
00 1 i-I _ 

+ 2 -. 2' Pi(a,j)'Y(a + j, b; z), (3.16) 
;=2 (2K)' ;~-(i-l) 

The corresponding boundary conditions are 

A. Po(a,O) = 1, 
B. Pr(a,O) = 0 

Po(a, t -:F- 0) = o. 
for r > 1. 

C. Plea, t) = 0, Pr(a, t) = 0 for It I ~ r. 
The expansion for the eigenvalues was previouslyl 

found to be 

1 1 1 o = - [a a]l + -- [a a]2 + -- [a a]3 
2K' (2K)2' (2K?' 

1 { [a, a + 1]2 + --4 [a, a]4 + [a + 1, a]2 
(2K) 1 

+ [a, a - 1]2 [a _ 1, a]2} + . . .. (3.19) 
-1 

The general term of this expansion may be derived as 
described in a mathematical paper of one of us.9 

We first define coefficients Qs(a, t) as, for instance, 

Q ( 1) 
_ [a + 1, a]2 

2 a, - , 
1 

Q( _1)_[a-1,a]2 
2 a, - , 

-1 
(3.20) 

Q ( 2) 
_ [a + 2, a ]3 

3 a, - , 
2 

which satisfy a recurrence relation similar to (3.18): 

s i-I 

tQ.(a, t) = 2 2 [a + t, a + t - iJ; 
i~l i~-(i-l) 

X Qs_ia, t - j). (3.21) 

• H. J. W. Muller, J. Reine Angew. Math. 211, 179 (I962). 
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The corresponding boundary conditions are: 

A. Qo(a,O) = 1, Qo(a, I :;E:. 0) = O. 
B. Q.(a, 0) = 0 for s > 1. 
C. Ql(a, I) = 0, Qs(a, t) = 0 for III ~ s. 

Each term in the expansion (3.19) may now con­
veniently be considered as the product of a contri­
bution from a sequence of r coefficients (starting from 
a and ending at a + I) and a contribution from a 
sequence of s coefficients (starting at a + I and ending 
at a), i.e., as a product IPr(t)Q.(t). Then, if we rewrite 
(3.19) as 

t::.(K) = M + ~ _1_. M Cil (3.22) 
o i~ (2K)' ' 

we have (for r, s ~ 2) 

r-l -8+1 

M(r+s) = I tPrCt)Q.(t) + I tPr(t)Q.(t) + [a, a]r+. 
t=1 t=-1 

r-l .-1 

= I tPrCt)Q.(t) - I tPr( -t)Q.( -t) 
t=1 t=1 

+ [a, a ]r+.' (3.23) 
Hence 

r-l 
M(2r) = It[Pr(t)Qr(t) - prc -t)Qr( -t)] + [a, a]2r 

t=1 

(3.24) 
and 

r-l 
M(2r+1l = I t[PrCt)Qr+l(t) - Pre -t)Qr+l( -t)] 

t=l 

- rPr( -r)Qr+l( -r) + [a, a]2r+l' (3.25) 

These coefficients together with the recurrence 
relations (3.18) and (3.21) permit a joint computer 
calculation of eigenvalues and eigenfunctions. 

Returning now to the solution (3.16), we first 
observe that (3.1) has the asymptotic behavior as 
claimed by (2.2b). For, setting V = 0, we obtain 

"Pf(l, k; r) = eihr/ 2)(Z+i) (7T~r)l H!~l(kr), (3.26) 

where 

(7T~r)l H~)(kr) '" ei(kr-lmr-t,,) 

for r - 00. The Jost function 1(/, -k) therefore 
follows from (2.4) and is readily found to be 

f(l -k) _ r(l + 1) 
, - r{l + 1 + [t::.(K)/2K]} 

[
<XlI i-I ] 

X 1 + I (2K)i I' Pia, j) 
i=2 I=-Hl 

(3.27) 

for Re 1> -1 (and for Re 1 < 1 by analytic continua­
tion). Since the coefficients Pi(a,j) can easily be 
computed. as explained above, the Jost function (3.27) 

can Iso be calculated to any required number of 
terms. We find 

f(l -k) _ r(l + 1) 
, - r[l + 1 + (t::.(K)/2K)] 

x {I + (n + I)Ml + MoMa __ 1_ 
2K2 4Ka 3(2Kt 

x [9(2n + 3)MoM2 - 3(n - 2)(n + I)M~ 
+ 2(n + 1)(n + 2)(8n - 3)Ms] 

+ 3(2~)5 [3(2n - 5)MoM~ - 18M~M2 
-2(24n2 + 42n + 7)MoMa - 12n(n + I)M1M2] 

1 [2 22 2 + 60(2K)6 1 OMoMl + 120(2n + 3)MoMa 

- 120(3n2 - 7n - 22)MoMIM2 

+ 100(22nS + 69n2 + 17n - 45)MoM, 

- 40(n - 1)(n + 1)(n + 6)M~ 
- 40(n + 1)(n + 2)(7n2 - 45n + 18)MIMs 

+ 5(n + 1)(3na + 235n2 + 422n - 120)M~ 

+ 8(n + l)(n + 2)(n + 3)(128n2 - 223n + 60)M5] 

+ 0 (~7))' (3.28) 

The Regge poles were defined originally in the 
region of negative energies. In the region of positive 
energies they are defined by analytic continuation. 
The corresponding scattering solutions are obtained 
by replacing n by -I - 1 - [t::.z(K)/2K], where 
t::.,(K) is given by (2.10). We then obtain 

f(l -k) _ r(l + 1) 
, - r{l + 1 + [t::.,(K)/2K]} 

{
I MIl 1 

x - 2K2 + 3(2K)4 

x [9(21 - I)MoM2 + 31(1 + 3)M~ 
+ 21(1 - 1)(81 + l1)Ma] + 1 6 

6O(2K) 

x [60M~M~ - 1200(1 - I)M~M3 
- 120(312 + 171 - 10)MoMIM2 

- 100(2213 
- 312 - 551 + 15)MoM, 

+ 401(1 + 2)(1 - 5)M~ 

- 401(1 - 1)(712 + 591 + 70)MIMa 

+ 51(31a - 22612 - 391 + 310)M~ 
- 81(l - 1)(1 - 2)(12812 + 4791 + 411)M5] 

+ O(~8)}' (3.29) 
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The asymptotic behavior of f(l, -k) is now easily 
found to be 

f(l, -k) r-..I 1 - Mo tp(1 + 1), (3.30) 
2K 

in agreement with the well-known limit 

lim f(l, -k) = 1. 
Ikl .... oo 

The function tp in (3.30) is defined by 

tp(z) = din r(z) . 
dz 

4. S MATRIX, PHASE SIDFTS, 
AND RESIDUES 

(3.31) 

(3.32) 

Having calculated the Jost function f(l, -k), the 
S matrix now follows from (2.6). We find 

S(l K) = r{l + 1 + [L1!(K)/2K]} . (4.1) 
, r{l + 1 - [L1!(K)j2K]} 

This remarkably simple expression for S is due to the 
fact that the additional factors in the Jost functions 
are either independent of K or else contain only 
powers of K2 and hence drop out in the ratio f(l, K)/ 
f(/, - K). Of course L1!(K) is also only an even function 
of K by (2.11). 

The formal expression of the S matrix (4.2) was de­
rived earlier by one of us.} However, it still contained 
these additional factors which cannot easily be seen 
to cancel out without explicit calculation. 

We observe that the S matrix is now completely 
determined by the eigenvalues or Regge poles (2.8). 

The phase shift 15(/, K) as defined by (2.6) now 
becomes 

15(1, K) = 1-
2i 

x [In r(1 + 1 + L1;:») -In r(1 + 1 - L1
2
<:») J 

(4.2) 

Taylor expansions of the r functions around I + 1 
yield 

15(1, K) = ~ i 1. tp(n-l)(l + 1) (L1!(K»)n [1 - (-1)"], 
2, n=l n! 2K 

(4.3) 

where tp(i) is the ith derivative of the Gaussian function 
defined by 

tp(x) = - [In rex)] = c - L -- - -- , d 00(1 1) 
dx n=O x + n n + 1 

(4.4) 

where C is Euler's constant. The (i- l)th derivative 

may be reexpressed in terms of the Riemann zeta 
function: 

1p(i-ll(X) = (_1)ii! W, x) = (-IYi! i 1 i' 

n=O(x + n) 

(4.5) 

We now insert in (4.3) the expansion (2.10) for L1(k) 
and return to the variable k defined earlier by K = ik. 
Retaining only terms of order up to and including 
Ijk6

, we obtain 

15(1, k) = _1. Motp(l + 1) + ~ {M~tp(2)(l + 1) 
2k 48k 

- 12[/(1 + I)M2 + MoMl]tp(l + I)} - _1-5 
. 3840k 

x {Mgtp(4)(l + 1) - 120Mg[l(l + I)M2 + MoMl] 

x tp(2)(l + 1) + 240{3(1 - 1)1(1 + 1)(1 + 2)M4 

+ 3Mo Mi + 3MgM2 + 2(312 + 31 - I)MoMa 

+ 61(1 + I)M}M2]tp(1 + I)} + 0 (~J (4.6) 

The residues of the S matrix at the poles, i.e., 
where the argument of the r function in the numerator 
is a negative integer, may also be determined from 
(4.1). One readily finds 

f3 (K) = (-1)" (4.7) 
n n!r(-n + 2iImocn(K» 

where ocn(k) = I is given by (2.8). We observe, how­
ever, that the form (4.7) is independent of , any high­
energy approximation and thus is valid also for other 
approximations of ocn(k). In particular, if 1m ocn(k) 
is small, as for resonances which occur just above 
threshold, we may expand (4.7) and obtain 

2i 
f3n(K) ~ - -2 1m ocn(K). (4.8) 

(n!) 

This approximation is also valid for Ikl -+ 00. In the 
high-energy region we may substitute for ocn(k) from 
(2.8) and (2.9). Then 

(4.9) 

Thus the residue function is zero for negative energies, 
where ocn(k) is real (this is in fact the bound-state 
condition equivalent to the vanishing of the wave­
function renormalization constant in field theory). 
Above the threshold it increases from zero as in (4.8). 
With increasing energy it decreases and becomes zero 
again for k 2 -+ 00. 

Regge trajectories have been discussed earlier by 
one of US.1.2 
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Th~ P!oblem o~ Cerenkov radi~tio~ in infinite inhomogeneous media is considered. The mathematical 
descnp~lOn of ~hls ph~nom~non IS .glven by the i~tegro-differential system of equations for the electro­
magnet~c field.m a ~Isperslve me~lUm. The leadmg term of the asymptotic expansion of the electro­
magnetic .field IS obtamed by applymg an expansion procedure called the "ray method." In this method all 
t~e functIOns that appear in the expa~sion. satis~y ordinary ~iff~re~tial equations along certain space­
~I~e curves called rays. ~he sourc~ which gives ns~ to the r~dlatlOn IS taken to be quite general. In fact, 
It IS ~hown that any multlpol~ movmg along an arbltrar~ trajectory is a special case of the general source 
co.nsldered. From the expansIOn of the fields an expressIOn for the total energy of the radiation is deter­
mmed. Then, as an example, the case of plane-stratified media is treated in detail. 

1. INTRODUCTION 

Since 1940 a great deal of theoretical research has 
been carried out in the field of Cerenkov radiation. 
The problems considered in recent years are far more 
complex than the original problem treated by Frank 
and Tamm.1 One area, however, which has not re­
ceived much attention-undoubtedly due to its 
complexity-is the problem of Cerenkov radiation in 
inhomogeneous media. Ter-Mikaelyan,2 Feinberg and 
Khizhnyak,3 and others have investigated this subject 
under very restrictive conditions. In this paper we 
develop an asymptotic theory of Cerenkov radiation 
in isotropic inhomogeneous media. No restrictions, 
however, are placed on the nature of the inhomo­
geneity. 

The mathematical description of Cerenkov radiation 
is given by the time-dependent form of Maxwell's 
equations for dispen;ive media. For such media, the 
constituitive equation takes the form of a convolution 
integral. Therefore we are led to seek the asymptotic 
solution of an integro-differential system of equations. 
That the medium is inhomogeneous is reflected in the 
fact that the index of refraction of the medium is a 
function of spatial position. This, as we shall see, 
significantly complicates the asymptotic analysis. 

As is well known, Cerenkov radiation can occur 
only from sources moving with great speed. In Sec. 2 
it is shown that the type of source to be considered in 
this paper is quite general. In fact, we find that any 
multipole moving along an arbitrary trajectory is a 
special case of the general source that is treated. 

• This research was supported by the Office of Naval Research 
under Contract No. NONR 285(48). 

t Present address: Division of Applied Mathematics, Brown 
University, Providence, R.I. 

1 I. M. Frank and Ig. Tamm, C. R. Acad. Sci. (Doklady) 14, 109 
(1931). 

1M. L. Ter-Mikaelyan, Dokl. Akad. Nauk SSSR, 134, 318 (1960) 
[Sov. Physics-Dokl. 5, 1015 (1961)]. 

S Ya. B. Fainberg and N. A. Khizhnyak, Zh. Eksperim. i Teor. 
Fiz. 32, 833 (1951) [Sov. Phys.-JETP 32, 126 (1951)]. 

Furthermore, the source is allowed to have an "oscil­
latory factor" so that the Cerenkov-Doppler effect 
can be considered. 

In Sec. 2 the expansion parameter A is introduced as 
a characteristic frequency of the medium. However, 
to understand better the meaning of our asymptotic 
expansion, an equivalent dimensionless parameter 
Ao must be found. If dimensionless variables are 
introduced throughout the problem, we find that 
Ao = aA/c where a is a characteristic dimension of the 
problem and c is the speed of light in a vacuum. 
The correct interpretation of our expansion is that it 
is valid for 1 « Ao. The length a can be thought of as 
a distance over which the properties of the medium 
are significantly altered. Alternatively, a can be taken 
as the distance from the source trajectory to the point 
in space at which the solution is obtained. This latter 
interpretation can be used to obtain a far-field ex­
pansion of the solution. 

In order to obtain the asymptotic expansion, a 
procedure called the, "ray method" is applied. This 
method was introduced by Keller' in connection 
with the study of certain diffraction problems for the 
reduced wave equation and has been extended by 
Lewis5 to include integro-differential equations of 
the type to be considered in this paper. In applying 
this method we assume that the solution is given by an 
asymptotic power series in A-1 which involves a 
"phase function" and an infinite sequence of ampli­
tude functions. The phase function and the zeroth­
order amplitude function are determined by inserting 
this series into the integro-differential system of 
equations. It is found that certain space-time curves 
called "rays" play a central role. They satisfy a first­
order system of ordinary differential equations. In 
turn, the phase function and the amplitude function 

• J. B. Keller, J. Opt. Soc. Am. 52, 116 (1962). 
5 R. M. Lewis, Arch. Rational Mech. Analysis 20, (3), 191 

(1965). 
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are found to satisfy ordinary differential equations 
along the rays. In order to obtain the asymptotic 
solution, initial conditions for these equations are 
required. Some of these conditions can be determined 
from the source data. However, other conditions 
must be obtained by an "indirect method." 

The indirect method requires the asymptotic 
solution of a "canonical problem," which is an appro­
priately constructed problem for homogeneous media. 
The canonical problem is, of course, much simpler to 
solve than the original problem. The required initial 
conditions for the original problem are then deter­
mined from the solution of the canonical problem. 
Previously6 the authors have determined the asymp­
totic expansion for the case of homogeneous media. 
From the results obtained there, the solution of the 
canonical problem is found. 

In Sec. 3 an asymptotic expression for the total 
energy of the radiation is determined. As an example, 
in Sec. 4, results obtained in the previous sections are 
applied to the special case of stratified media, i.e., to 
media whose properties vary in only one space 
direction. This example is selected because the asymp­
totic expansion of the solution can also be obtained by 
an exact method. This exact method, however, is 
much more difficult to apply and for more general 
problems fails entirely. Upon comparing the results 
of the two procedures, it is found that they are in 
perfect agreement. This agreement serves as a partial 
justification for the validity of the application of the 
ray method. 

2. ELECTROMAGNETIC EQUATIONS 
FOR DISPERSIVE MEDIA 

In Gaussian units Maxwell's equations are given by 

Dt - cV x H = -47TJ, Bt + cV x E = 0, (2.1) 

V • D = 47TP, V· B = O. (2.2) 

Here D, B, E, H, and J are 3-vectors which depend 
on t and X = (Xl' X 2 , xa). The source functions p 

and J satisfy the continuity equation 

Pt + V • J = O. (2.3) 

It then follows from (2.1) and (2.3) that 

a a at (V . D - 47Tp) = 0 and at (V. B) = O. (2.4) 

Thus, if Eqs. (2.2) are satisfied at any time t, they are 
satisfied for all time. We shall assume that the source 
and fields are identically zero for t < 0 and that the 
source is "switched on" at t = O. We then seek the 
fields for t > O. 

6 R. A. Handelsman and R. M. Lewis, J. Math. Phys. 7, 1982 
(1966). 

Dispersive media are characterized by the fact that 
the constitutive equation is given by a convolution 
integral of the form 

vet, X) = {'" :F(T, X)u(t - T, X) dT. (2.5) 

In (2.5) we have introduced the column vectors u and 
v defined by 

u = [E, H] = (El' E2 , Ea, HI, H 2 , Ha), 

v = [D, B] = (Dl' D2 , D3 , B1 , B2 , Ba). (2.6) 

(We shall often represent column vectors with 6 
components by an ordered pair of two 3-vectors.) 
:F(T, X) is a 6 x 6 matrix which is a real function of 
time and space. Furthermore, we assume that the 
causality condition, :F(t, X) == 0 for t < 0, is satisfied. 

We now define e(w, X) as the Fourier transform of 
:F(t, X) with respect to time. That is, we set 

A fOO E(w, X) = -00 eiwt:F(t, X) dt. (2.7) 

Since in Gaussian units the elements of E are dimen­
sionless and w has dimensions of frequency, E must 
be a function of the dimensionless variable w = wiA. 
Here A is a characteristic frequency of the medium. 
Therefore we may write 

E(w, X) = E(w, X; A). (2.8) 

It then follows from (2.7) that 

A foo . -:F(t, X; A) = 2- e-·.l.wtE(w, X; A) dw. 
7T -00 

(2.9) 

We shall seek the asymptotic expansion of the solution 
of the integro-differential system of Eqs. (2.1) and 
(2.5) for A - 00. 

We now assume that the matrix &( w, X; A) is of the 
form 

t;(w, X; A) = [€(w, X; A)1 _ 0 ] 
o /-lew, X; A)J 

= E(w, X) + 1 !D(w, X) + 0(;2)' (2.10) 

Here, 

E(w, X) = [E(W, X)J 0], 
o /-lew, X)J 

!D(w, X) = [d1(W, X)J 0], (2.11) 
o d2(w, X)J 

where E, /-l, dl , and d2 are real and I is the 3 x 3 unit 
matrix. A matrix of this form represents what we call 
an "inhomogeneous weakly dissipative isotropic 
medium" (weak dissipation is the simplest type of 
dissipation which can be treated by our asymptotic 
methods). 
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We now define the function 

n(w, X) = [€(w, X),u(w, X)]l (2.12) 

for all X and real w such that €(w, X),u(w, X) ~ o. It 
is clear from Eqs. (2.10)-(2.12) that n(w, X) = 
lim;._oo (Efi)l. Thus, we shall call n the asymptotic 
index of refraction of the medium. From Eq. (2.7) and 
the fact that :F(t, X) is real, it follows that 

&( -w, X; ).) = &(w, X; ).). 

This then implies that n( -w, X) = n(w, X). 
It is convenient to write (2.1) in matrix form. To 

do this we introduce the anti symmetric matrix (L), 
corresponding to any 3-vector L, given by 

(L) = (~a -OLI ~~l). (2.13) 

-L2 Ll 0 

Then if W is an arbitrary 3-vector, (L)W = L x W. 
We also define the three 6 X 6 matrices AI, A2, and 
A3 by 

k.A = , K=(kl,k2,ka). (2.14) v [0 -C(K)] 
c(K) 0 

(Here, and in what follows, the summation convention 
with respect to repeated indices from I to 3 is used.) 
The matrix Al is obtained by setting kl = I, k2 = 
ka = 0 in (2.14). A2 and AS are determined in a similar 
manner. Using (2.14), (2.1) can be written in the 
compact form 

OV + AV au =/. 
at oXv 

(2.15) 

In (2.15) f is the column vector with components 
-47T(Jl ,J2 ,Ja, 0, 0,0). 

To conclude this section we shall describe in detail 
the nature of the source function f that is considered. 
in this paper. Our concern here will be with moving 
sources. The current J corresponding to a charged 
particle moving along the trajectory X = Y(t) is 
given by 

J(t, X) = eY(t)t5[X - yet)] 

= e Y(t)b[Xl- h(t)]b[X2 - Y2(t)]b[xa - Ya(t)]. 

(2.16) 

For greater generality we consider source functions of 
the form 

f(t, X; .A.) = ).dg{t, )'[X - Y(t)]} cos [).q(t)]. (2.17) 

Here d is a real number. The vector get, X) is taken to 
be real and to have for each value of t, compact 
support in X. The term cos [.A.q(t)] is called the 
oscillatory factor. We observe that, as ). -- 00, the 

support of f shrinks to the moving point X = Y(t). 
Therefore, (2.17) can be used to describe ap. oscillatory 
current which is nonzero only in a small neighborhood 
of the moving point X = Y(t). 

By using the well-known relation ~(x) = ).~().x) 

and remembering that J represents the first three 
components of f, it is easy to see that (2.16) is a 
special case of (2.17) with q(t) == O. Moreover it can 
be seen that (2.17) may be used to describe the current 
associated with any moving multipole source, i.e., 
any source whose current is given by a linear com­
bination of partial derivatives of the three-dimensional 
~ function. 

It follows from the fact that f is real, the solution 
u itself is real. We may then set 

f(t, X; ).) = ).dg{t, )'[X - Y(t)]}ei}.q(tj (2.18) 

if u is taken to be the real part of the resulting solution. 

3. ASYMPTOTIC SOLUTION OF THE 
INTEGRO-DIFFERENTIAL SYSTEM 

OF EQUATIONS 

A. Asymptotic Expansion 

We assume that away from the source trajectory 
X = Y(t), Eqs. (2.5) and (2.15) have a solution given 
by an asymptotic power series of the form 

00 

u(t, X) '" exp {j.A.s(t, X)} I (i).)-mzm(t, X). (3.1) 
m=O 

This assumption is motivated by the form of the 
asymptotic expansion ofu for the case of homogeneous 
media obtained in Ref. 6. The phase function set, X) 
and the amplitude function z(t, X) = zo(t, X) are 
determined by inserting (3.1) into (2.5) and (2.15). (In 
principle, the lower-order terms Zl' Z2, ••• may also 
be obtained. However, we will limit our considerations 
here, to the determination of zo.) In order to describe 
the functions sand z, we introduce the quantities 

as as 
k.=-, w=--, K=(kl,k2,ks), ox. at 

k2 = k.k.. (3.2) 

Our object is to insert (3.1) into (2.5) and (2.15) and 
to equate to zero in the result, the coefficients of like 
powers of .A.. However, before this procedure can be 
carried out, certain computations must be performed. 
These computations are somewhat involved and will 
not be described here. The reader is referred to 
Ref. 5 for a detailed description of this analysis. 
In Ref. 5 it is found that Eqs. (2.5) and (2.15) are 
satisfied up to O().-l) if 

Gz = 0 (3.3) 
and 
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Here the matrices G and AO are defined by 

G = k,A' - we(w, X), (3.5) 

AO = (we)",. (3.6) 

AO is called the energy matrix and is assumed to be 
positive definite for w real. It follows from (3.3) that 
z is nontrivial only if 

det G = O. (3.7) 

For real values of w, X, and K, Eq. (7) defines a 
functional relation between these quantities which we 
call the dispersion relation. It can be shown using 
(2.11) and (2.14) that the dispersion relation is given 
by 

Iwl k = mew, X) = - new, X). (3.8) 
c 

B. Dispersion Equation and the Ray Equations 

From the definitions of wand k given above, we see 
that (3.8) is also a first-order partial equation and is 
called the dispersion equation for set, X). This equation 
may be solved by the "method of characteristics," 
described by Courant and Hilbert. 7 Therefore we 
introduce the "characteristic equations" which, as 
can be shown, take the form 

dx, k, dkv mx, 
- = gv = -, - = -; 'JI = 1,2,3. (3.9) 
dt mm", dt mw 

Each solution of the system (3.9) defines a curve 
[t, X(t)] in space-time which we shall call a ray. 

We shall require that all rays emanate from the 
source trajectory with increasing t. Let t = T denote 
the time of emission of a ray. It is clear that Xo, the 
initial value of X along a ray, is given by 

Xo = YeT). (3.10) 

(We shall often refer to the initial values of various 
quantities along a ray which are obtained by evaluating 
these quantities at time t = T.) Then once Ko, the 
initial value of K, is known, Eqs. (3.9) may be solved 
to determine a ray. By differentiating (3.8) with respect 
to t and making use of Eqs. (3.9), we find that along 
this ray w is constant. Moreover, from Eqs. (3.2) and 
(3.9) we obtain 

where 

1 = [m(w,x) - wJ. 
mw{w,X) 

(3.11) 

(3.12) 

7 R. Courant and D. Hilbert, Methods of Mathematical Physics 
(Interscience Publishers, Inc., New York, 1962), Vol. If. 

Therefore s may be determined from (3.11) by inte­
gration, once its initial value So is known. 

It is reasonable to assume that the phase at the 
source trajectory is equal to q( T), the oscillation 
frequency of the source itself. This assumption is 
further motivated by the fact that So = q(T) for the 
case of homogeneous media, as is shown in Ref. 6. 
That is, 

So = S[T, yeT)] = q(T). (3.13) 

Differentiation of (3.13) with respect to T yields 

k,oJ\(T) = w + g(T); Ko = (kIO ' k20 , kao). (3.14) 

We now let T represent the unit vector in the direction 
of the group velecity vector G = (gl' g2' g3)' and 
A = (OCI, OC2, OC3) represents the unit vector in the 
direction of K. We see from (3.9) that T is tangent to 
the space projection of the ray and that 

T = sgn [mw(w, X)]A. (3.15) 

We now define () to be the angle which the vector G 
makes with the vector YeT). If by ()o we denote the 
initial value of e, Eqs. (3.8), (3.14), and (3.15) yield 

cos ()o = sgn [amO(W,T)][ w + g{T)]. (3.16) 
aw v(T)mo{w, T) 

Herev{T) = rY{T)1 and mo{w, T) =IKol = m[w, yeT)]. 
In the special case of homogeneous media, the function 
m is independent of X. We then see from (3.9) that in 
this case K == Ko and () is constant along a ray. 
Furthermore, when g(T) == 0 and the medium is 
homogeneous, (3.16) is the well-known "Cerenkov 
condition" and () = ()o is the Cerenkov angle. When 
g( T) ~ 0, (3.16) is usually referred to as the "Cerenkov­
Doppler condition." Returning to the general case, 
we shall call the angle () defined above the Cerenkov­
Doppler angle for inhomogeneous media. 

We now introduce along the source trajectory 
X = YeT), the orthonormal set T*, N*, and B* 
consisting of the unit tangent, principal normal, and 
binormal vectors, respectively. If the trajectory is a 
straight line, N* and B* can be any two unit vectors 
such that T*, N*, and B* form a right-handed ortho­
normal set. We also define y to be the angle which the 
projection of T into the N*, B* plane makes with N* 
as measured in a counterclockwise direction from 
N*. We then obtain 

K = mew, X)A = m sgn [mw]{cos ()T* 

+ sin () cos yN* + sin () sin yB*}. (3.17) 

In (3.17) () is restricted to lie between 0 and 1T, and 
y is allowed to vary between 0 and 21T. The angles () 
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and Y will, in general, vary along a ray. To obtain 
expressions for them it is, of course, necessary to solve 
the ray equation (3.9). In general the ray equations 
cannot be solved in closed form. In Sec. 5, however, 
we shall treat a case for which such a solution can be 
obtained. 

If we denote the initial value of y by Yo we have 

Ko = moAo = ma sgn [(mo)",]{cos OoT* 

+ sin 00 cos YoN* + sin 00 sin YoB*}. (3.18) 

We see from (3.10) and (3.18) that the initial values 
Xo and Ko have been expressed as functions of the 
parameters P = (T, W, Yo). By using these initial 
values we may, in principle, solve the ray equations 
to obtain the solution 

x = X(t; P), K = K(t; P). (3.19) 

The values of P lie in a parameter space ::r which is 
defined by the inequalities 

[ 
w + 4(T) J2 o ~ 7", 0 ~ Yo < 21T, 0 ~ v(7")mo(W,T) ;:5; I. (3.20) 

The last of conditions (3.20) follows from the fact 
that for real Ko the angle 00 must be real. When 
4(7") == 0, this condition states that v(7") ~ Iwl/mo = 
{c/n[w, Y(7")]}. Thus, for Cerenkov radiation to occur 
at a given point along the source trajectory and at a 
given frequency w, the source speed at that point 
must. be greater than the phase speed corresponding 
to that value of w. 

For P in ::r and t ~ 7", the equation (t, X) = 
[t, X(t; P)] defines a 3-parameter family of rays. 
We see from (3.12) that along each ray, 

let; P) = l[t, X(t; P)] = [m[w, X(t; P)] - w]. 
m",(w, X(t; P)] 

(3.21) 
Then Eq. (3.11) yields by integration 

set; P) = s[t,X(t; P)] = q(7") + {let'; P) dt'. (3.22) 

C. Ray Transformation 

For each fixed value of I, X = X(/; P) defines a 
transformation from ::r to X space. We denote the 
Jacobian of this ray transformation by jet; P). It is 
defined by 

jet; P) = O(Xl' X2' xa) = ax. ax x ax. (3.23) 
0(7", W, Yo) 07" ow oYo 

To compute this Jacobian the solution of the ray 
equations is required. We can, however, obtain 
information about the behavior of j near the source 

trajectory directly from the ray equations without 
solving them. This information is needed below when 
an expression for z is determined. 

We expand X(t; P) for small values of (I - T). 
From Eqs. (3.9) and (3.10) we obtain 

X(t; P) = Y(7") + (I - 7") Ao(7", w, Yo) + 0[(1 _ 7")2]. 
(mo)", 

(3.24) 

Here Ao is expressed in terms of P through equations 
(3.16) and (3.18). By differentiating (3.24), we find 
that 

oX = Y(7") - ~ + O[(t - 7")], (3.25) 
07" (mo)", 

ax = (I - T) [OAo _ (mo)",,,, Ao] + O[(t _ 7")2], 
ow (mo)", ow (mo)", 

(3.26) 

ax = (t - 7") oAo + 0[(1 _ 7"l]. (3.27) 
oro (mo)", oyo 

The expressions for oA%Yo and oA%w may be 
obtained from Eqs. (3.16) and (3.18). The Jacobian 
is then determined by inserting Eqs. (3.25)-(3.27) 
into (3.23). The result is 

jet; P) = (t - 7")i(p) + 0[(1 - 7")3], (3.28) 

where 

](P) = ! {(mo)",,,, [V2 _ (W + 4)2J 
v (mo)", mo 

1 [1 (w + tj)]2} (3.29) 
- mo(mo)", (mo)", - mo . 

Equation (3.29) yields the expected result that the 
source trajectory is a caustic of the ray family, i.e., 
jet; P) vanishes at t = 7". 

D. Determination of the Amplitude Function z 

In order to describe z we introduce rl(t) and r2(t), 
the two linearly independent null eigenvectors of the 
singular matrix G = mew, X)ot"AY - wf;(w, X). Here, 
ri(t) = ri(t; P). (In what follows we do not explicitly 
exhibit the dependence of various functions on P 
when this dependence is-Obvious.) These vectors are 
orthonormalized by the condition 

(3.30) 

The inner product of any two column vectors a and b 
having 6 components is defined by 

6 

Ca, b) = I asb; . 
j=l 
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It can be shown from (2.11), (2.14), and (3.5) that 
r1 and r2 are given by 

2 r![ N B ] r =(.,) -!,-!. 
(E) (fl) 

(3.31) 
Here 

~ = E(W, X)fl(W, X) (3.32) 
E( wfl)w + fl( WE)w 

and Nand B are any real unit vectors such that T, 
N, and B form a right-handed orthonormal set. 

From (3.3) we see that the vector z lies in the null 
space of the matrix G and hence must be a linear 
combination of the vectors r1 and r2. Therefore we 
may write 

z = al(t, X)rl + a2(t, X)r2. (3.33) 

It is shown by Lewis in Ref. 5 that, by taking the 
inner product of (3.4) with r1 and r2 successively, 
a system of two first-order ordinary differential 
equations for the coefficients a1 and a2 can be derived. 
He furthermore obtains an explicit solution for this 
system. In order to describe his results we introduce 
the quantities fj(t) and oCt) defined by 

(ri
, w'J)ri) = fjo,;, i, j = 1, 2, (3.34) 

oCt) = -ftN(t') dB(t') dt'. (3.35) 
T dt' 

By inserting (2.11) and (3.31) into (3.34) we have 

'YJ = W'(~l + ~2). (3.36) 

Using the results obtained in Ref. 5, we find that 
a1 and <12 are given parametrically by 

<11•2(t; P) = I.JcP) I! exp [-ftfj(t') dt,]p;(t); 
J(t, P) T 

j = 1,2. (3.37) 
In (3.37) 

where 

and 

Pl(t) = P1(T) cos OCt) - P2(T) sin OCt), (3.38) 

P2(t) = Pl(T) sin OCt) + P2(T) cos oCt), (3.39) 

z = lim (t - T)Z(t; P). (3.41) 
(t-d-+O+ 

Equation (3.37) is valid only in the interval T < 
t < T' where T' is the location of the next caustic 
point on the ray [I, X(I; P)]. More precisely, t = T' 

is the smallest value of t > 0 for which the Jacobian 
j vanishes. For t > T', (3.37) holds only when an 

appropriate phase-shift rule has been applied (see 
Ref. 5, Appendix F). 

To complete the asymptotic solution z must be 
determined. Because we are dealing with linear 
equations it is reasonable to expect that 

z = eg, (3.42) 

where e is a linear operator and g is the vector portion 
of the source function f. The operator e plays a role 
in this theory analogous to the role played by the 
"diffraction coefficient" introduced by Keller in his 
"geometrical theory of diffraction" (see Ref. 4). There­
fore we shall call e the Cerenkov radiation coefficient. 

The value of z may be determined by the following 
indirect method. We assume that z is determined only 
by the local properties of the medium at the source. 
Therefore we specialize our problem to one for 
homogeneous media where the constant value chosen 
for E is equal to E(w, Y[T]). It is clear that z is inde­
dependent of fj. Therefore in our specialized problem 
we set 'J), and hence fj, equal to zero. In this manner 
we obtain at each point along the source trajectory a 
corresponding problem for homogeneous media. 

The problem of nondissipative homogeneous 
isotropic media has been previously treated by the 
authors in Ref. 6. There an exact expression for the 
leading term of this canonical problem has been ob­
tained. (The ter-m "canonical problem" and the idea 
of the "indirect method," were introduced by Keller 
in Ref. 4.) It can be shown that this expression 
is identical to the result obtained above (and special­
ized to nondissipative homogeneous media), except 
that z is given explicitly. The value of z determined 
from the canonical problem may be inserted into 
(3.40) to complete the solution of our original 
problem. 

From the results obtained in Ref. 6, Sec. 2, we find 
that 

A d-2 {m I(rn) I}! {1Ti } Z = - 0 .0 w exp - [sgnj - sgn (rno),o] 
21T v 111 4 

2 

X I (g, ri[T ])ri[T]. (3.43) 
i~l 

In (3.43) f is given by (3.29) and g(P) is defined by 

g(P) = L:exp {-iKo· Q}g(T, Q) dQ; 

d Q = dq1 dq2 dq3. (3.44) 

Thus, we see that z is indeed of the form (3.42). In 
fact, we find that the Cerenkov radiation coefficient 
e is given by 

e=1jJDF. (3.45) 
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Here 

;'d-2{m I(m) I}l {7Ti ) "P = - 0 ~ 0., exp - [sgnj - sgn(mo).,] , 
27T vl)l 4 

(3.46) 
and D and F are linear operators defined by 

Fg = g, (3.47) 
2 

Dg = L(g, ri[T])ri[T]. (3.48) 
i=1 

We See from (3.44) that F is a Fourier transform and, 
from (3.48), that D is a dyadic. By inserting the 
expression for i just obtained into (3.40), we have 

PiT) = "P(g, rJ[T]); j = 1,2. (3.49) 

Equations (3.38) and (3.39) then yield the values of 
Pi(t) and, finally, (3.33) and (3.39) determine z(t; P). 

The leading term of the asymptotic expansion of 
u is obtained by inserting the relations for set; P) and 
z(t; P) derived above into (3.1) and taking the real 
part of the result. Thus 

U f'-' Re [exp {iAS(t; P)}z(t; P)]. (3.50) 

More precisely, (3.50) and the rays 

x = X(t; P) (3.51) 

yield a parametric representation of the asymptotic 
expansion. To obtain U at a given space-time point 
(t, X), (3.50) is to be summed over all values of P 
which lie in the domain !J' and satisfy (3.51). That is, 
we sum over all rays which pass through (t, X). 

4. ENERGY OF CERENKOV RADIATION FOR 
INHOMOGENEOUS ISOTROPIC MEDIA 

In this section we shall obtain an expression for 
Wet, Tl), the total energy, measured at time t > T 1 , 

radiated from the source as it traverses the portion of 
trajectory defined by 0 :s; T :s; Tl' With this purpose 
in mind we introduce the "average asymptotic energy 
density" wet, X) defined by 

1 
wet, X) = - (z[t; P], AOz[t; P]). (4.1) 

167T 

It is understood that the right-hand side of (4.1) is 
summed over all rays which pass through the point 
(t, X); i.e., over all values of P = (T, w, Yo) which, 
for fixed (t, X), satisfy (3.19). It can be shown that 

Wt + V· (S) = -2w'fl. (4.2) 

where (S) is the average over a small time interval of 
the Poynting vector S = (c/47T)E x H. If our system 
is conservative, 'fI = 0 and (4.2) is the well-known 

equation of energy conservation. This justifies our 
designation of w as an energy density. 

The total energy W(t. Tl) defined above is then 
given by 

Wet, Tl) =fW(t. X) dX = _1_ fez, AOz) d x. (4.3) 
167T 

The integrand in the last term of (4.3) is summed over 
all values of P such that the corresponding ray passes 
through (t, X) and 0 :s; .T :s; Tl' 

The ray transformation (3.19) maps the parameter 
space !J' in a one-to-one manner on a multiple X space 
which consists of K replicas of physical X space. Here 
K is the maximum number of rays which pass through 
any point X at time t. The change of variables from 
X to P yields the simple result 

Wet, Tl) = _1_ f Ii(t; P)I (z[t; P], AOz[t; P]) dP. 
167T 3'1 

(4.4) 

Here!J'1 is the domain defined by (3.20) with the added 
restriction T :s; Tl' From Eqs. (3.33), (3.37), (3.40), 
(3.43), and the orthonormality condition (3.30), 
we obtain 

;.2(d-2) m I(m) I 
(z[t; P], AOz[t; P]) = __ 0 0., 

47T2 v Ii(t; P)I 

x exp [ -2 f'fl(t') dt] ~11(g, ri)12. (4.5) 

Then, by inserting (4.5) into (4.4) and noting the 
definition of !J'1 , we have 

Wet, T1) = _1_ r2v 
dyo r dTfaw mo l(mo)",1 

647T3 Jo Jo VeT) 

X exp {-2 {'fI(t') dt'Lt,(g, rl[TJ)l2. 

o:s; { w + q(T) }2 :s; 1. (4.6) 
v(T)mo(w, T) 

We observe that the total energy W is not conserved 
due to the presence in (4.6) of the dissipative factor 
exp {-2S~ 'fI(t') dt'}. Moreover, we note that, in order 
to evaluate this exponential, it is necessary to first 
solve the ray equations (3.9). For nondissipative 
media, however, 'fI == 0; as a result W may be obtained 
without solving the ray equations. This is an important 
fact beca~se, as we have pointed out inSec. 3B, the 
rays in general cannot be determined. We can con­
clude, therefore, that for conservative inhomogeneous 
media, the total energy can always be obtained. 
whereas in many cases the fields cannot be completely 
determined. 
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Let us suppose that the medium is nondissipative. 
By 

W*h) = _1_ dWh) , 
V(T1) dTl 

we denote the energy radiated per unit path length of 
the source trajectory. After setting 'YJ = 0 in (4.6) we 
obtain 

W*(T1) = 2 1 3 r21T 

dYoIdwmo(w, T1) 
v (T1)647T Jo 

a ~ A 1 2 X - [mo(w, TI)]4J(g, r [TIl)J , 
OW 1=1 

o < { w + qh) }2 < 1. (4.7) 
- vh)mo(w, T1) -

Equation (4.1) holds for arbitrary, inhomogeneous, 
nondissipative media. If we specialize to homogeneous 
media by choosing the constant value of E equal to 
E(w, Y[T1]) , the value of W*h) is unaltered. This 
is another expression of the fact that for conservative 
media the total energy depends on the behavior of 
E only at the source trajectory, i.e., it is independent 
of the rays. 

5. PLANE-STRATIFIED MEDIA 

As was pointed out in Sec. 3B the ray equations 
(3.9) cannot, in general, be solved in closed form. 
In this section we shall consider the simplest in­
homogeneous media for which such a solution can be 
obtained. In particular, we shall assume that the 

matrix 8, defined by Eqs. (2.10) and (2.11), is a 

function only of w, Xl' and it A matrix E of this form 
represents what we call a plane-stratified, weakly 
dissipative, isotropic medium. (Here, we have chosen, 
with no loss of generality, the Xl direction as the 
direction of stratification.) 

The dispersion relation (3.8) now takes the form 

JwJ 
k = mew, Xl) = - new, Xl) 

c 

The analysis of the rays is greatly simplified if we 
avoid the occurrence of what are called "turned rays." 
(In this case the turning point of a ray occurs when 
dxl/dt = 0.) With this purpose in mind we impose the 
following conditions. We assume that for fixed Xl' nO) 
is positive for w > 0 (i.e., the dispersion is normal), 
and that for fixed w, new, Xl) is a monotonically 
increasing function of Xl' We must also place con­
ditions on the source function f. We assume that 

q(t) == 0 and that the source trajectory in is the 
direction of the positive Xl axis. That is, 

A 

yet) = y(t)X1 ; yet) = vet) > O. (5.2) 

We see below that, as a result of these conditions, 
dx1/dt is always positive and hence there will be no 
turned rays. For a treatment of the case of turned 
rays see Bleistein.8 

We now define u± to be the contribution to the 
asymptotic expansion of u corresponding to positive 
(negative) values of w. Thus 

(5.3) 

These quantities may be determined separately. We 
first consider u+; therefore in what follows we restrict 
w to be positive. The assumption nO) > 0 for w > 0 
implies that mO) > 0 for w > O. We see from (5.2) that 

A A 

T* = Xl, and therefore we may select N* = X2 and 
A 

B* = Xa. Equation (3.17) then yields 

K = mew, x1)[cos e, sin e cos y, sin e sin y). (5.4) 

The initial value of cos e along a ray is determined by 
setting q(T) equal to zero in Eq. (3.16). This yields 

w 
coseo=----

v(T)mo(w, T) 
(5.5) 

It follows from (3.9) that because m is independent 
of Xz and X a, k2 and ka are constant along a ray. This, 
in turn, implies that the angle y is constant along a 
ray, an expression of the fact that the space projections 
of the rays are plane curves. Equations (5.4) and 
(5.5) yield 

k2 ,a = k20,30 = {m~ - ::t(COS y, sin y) (5.6) 

and 

. {m~ - (W
2jv2)}! 

sm e = "--"-----'----'----'-<-

mew, Xl) 
(5.7) 

Then, from Eqs. (5.1) and (5.6), we obtain 

k1 = {m2(w, Xl) - m~(w, T) + ~2}! = <P(xl ; T, w). 
V (T) 

(5.8) 

The positive square root is chosen because, as seen 
from (5.4) and (5.5), klO = wlv(T). 

We now complete the determination of the rays. 
By inserting (5.8) into the first of Eqs. (3.9) we have 

dX I = <P(xI ; T, w) 

dt mew, xI)m.,,(w, Xl) 
(5.9) 

8 N. Bleistein, Ph.D. thesis, New York University (\965). 
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It is easily seen from (5.8) and (5.9) that the assump­
tions made above concerning the behavior of nCw, Xl) 

imply that dxl/dl is always positive. Equation (5.7) 
then shows that sin () decreases monotonically along 
a ray. Therefore the space projections of the rays 
continuously bend toward the positive Xl axis with 
increasing I. 

Equation (5.9) may be integrated to obtain 

This defines Xl implicitly as a function of I, T, and w. 
XI! and Xa may also be expressed in terms of integrals. 
In fact, Eqs. (3.9) and (5.6) yield 

X2,S = (cos y, sin y)[m:(W,T) _ ~2 ]1 
V (T) 

X r"'l[<l>(~; T, W)]--1 d~. (5.11) 
JII(rl 

Equation (5.11) shows that, once Xl is obtained from 
(5.10), X2 and Xa are expressed in terms of I and the 
parameters P = (T, W, y). Thus the rays (I, X) = 
[t, X(t; P)] are completely determined by Eqs. (5.10) 
and (5.11). The values of P lie in the domain (/'+ 

defined by 
w2 

o ::;;; T, 0 < w, 0 ::;;; y < 217, 0::;;; 2 2 ::;;; 1. 
v (T)mo(w, T) 

(5.12) 

The phase, set; P), is given along a ray by Eqs. 
(3.21) and (3.22). However, by making use of (5.9), 
we arrive at the more convenient expression 

set; P) = m2(w, ~)[<l>(~; T, W)]--l d~ - w(t - T). l
"'l(t;P) 

11(') 

(5.13) 

The Jacobianj(t; P) may be obtained from Eqs. (5.10) 
and (5.1I). The result is 

Here 

It = [mo(mo)fI> - ~l 12 = [ mo(mo), + ::6J (5.15) 

and 

lit; P) = mew, ~)m(J)(w, ~)[<l>(~; T, w)]--3 d~, l
"'l(t;P) 

11(') 

(5.16) 

i
"'l(t;P) 

12(t; P) = {mew, ~)m(J)(w, ~)[<l>(~; T, w)r1}(J) d~, 
11(') 

(5.17) 

(5.18) 

(5.19) 

We now determine the amplitude function z. It 
follows from (5.4) that we may select 

~ = [sin (), -cos () cos y, -cos () sin y] 

and A = [0, sin y, -cos y). (5.20) 

By inserting (5.20) into (3.31), expressions for rl(t) 
and r2(/) are obtained. We have seen above that y is 
constant along a ray. Differentiation of the second of 
Eqs. (5.20) with respect to I then yields dA/dt == O. 
We see from (3.35) that this in turn implies 15(/) == O. 
It then follows from Eqs. (3.38) and (3.39) that 
Pi(t) = Pi(T), j = 1,2. By inserting the quantities 
Pi(T) as given by (3.46) and (3.49) into (3.37), we 
obtain 

z(t; P) = - exp - 'f}(t') dt' +!!!. (sgn} - 1) A
d

-
2 {it . } 

217 , 4 

x {mo(~o)(J)}l I(g, ri[TJ)r/[t]. (5.21) 
v 1]1 1=1 

Here 'f}(t'), j, and j are given by (3.36), (3.29), and 
(5.14), respectively. 

The parametric representation of D+ is determined 
by inserting Eqs. (5.13) and (5.21) into 

~(t, X) = Re [exp {iA.s(t; P)}z(t; P)], (5.22) 

where, for fixed (t, X), we sum the right-hand side of 
(5.22) over all values of P which lie in (/' + and satisfy 
(5.10) and (5.11). To complete the determination of 
the asymptotic expansion of D, we must obtain D_. 

By repeating the above analysis with w < 0, it can be 
shown that the parametric representation of D_ is 
identical to the parametric representation of ~. 
Therefore, it follows from (5.3) that 

(5.23) 

This completes the asymptotic solution of the problem 
we have selected. 

One reason we have selected this particular problem 
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is that our results can be checked by another method. 
The alternative method is much more difficult than the 
one we have presented above, and for more general 
inhomogeneous media it fails entirely. Rather than 
give the analysis, which is long and computationally 
awkward, we shall briefly outline the procedure and 
quote the results. 

We introduce (in the standard way) the potential 
functions A = (aI' a2, a3) and rp. We then take 
Fourier transforms of all relevant quantities with 
respect to t, X 2 , and X 3 , where the transformation 
variables are w, k2 and k 3 • We denote the transform 
of A by A = (aI' a2, a3). It follows from the sym­
metry of the problem that al is the only nonzero 
component of A. If we set'¥ = al/m(W, Xl), it can be 
shown that '¥ must satisfy an ordinary differential 

equation of the form 

(d2,¥/dxD + A2[m2(w, Xl) - k~ - k~]'¥ 

+ b(Xl)'¥ = r(xl; A), (5.24) 

and obey certain radiation conditions at Xl = ± 00. 

The asymptotic expansion of '¥ can be obtained 
using the WKB method. It is then a simple matter to 
obtain integral expressions of the Fourier type for the 
asymptotic expansions of the electromagnetic fields. 
These integrals, in turn, may be evaluated asymp­
totically by the method of stationary phase to obtain 
the leading term of the expansion of u. The results of 
this analysis are in perfect agreement with those 
obtained in this section by the ray method. Moreover, 
comparison of the two procedures shows that the ray 
method is significantly simpler in its application. 
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The classification of symmetric second-rank tensors in Minkowski space and its application to the 
Einstein tensor is reviewed. It is shown that, for spherically symmetric metrics, the Einstein tensor always 
has a spacelike double eigenvector; and the possible types of Einstein tensor that this degeneracy allows 
are discussed. A complete classification of all spherically symmetric metrics with two double eigenvalues 
is given. A study of the timelike eigencongruence, in the case when one timelike and two spacelike 
eigenvectors exist, is carried out. Canonical forms for the metric, the Einstein tensor, and the Weyl 
tensor (which is always of type D) are given for each of the various possible types. 

1. INTRODUCTION 

As is well known, the invariant characterization of 
the gravitational field in general relativity is best 
given in terms of the Riemann tensor. The Rie­
mann tensor at a point itself is decomposable into 
three irreducible objects under Lorentz transforma­
tions in the tangent space; the conformal curvature 
tensor or Weyl tensor, the traceless Ricci tensor, and 
the curvature scalar R. Petr6v and others l have 
shown how an algebraic classification of the Weyl 
tensor may be carried out, and its usefulness in the 

• On leave of absence from the University of Warsaw. 
1 A. Z. Petrov, Kazan. Gos. Univ. Uc. Zap. 114, Series 8, 55 

(1954); J. Geheniau, Compt. Rend. 244, 723 (1957); R. Penrose, 
Ann. Phys. 10, 179 (1960); R. K. Sachs, Proc. Roy. Soc. (London) 
A264, 309 (1961). 

physical interpretation of Einstein's theory has been 
amply demonstrated.2 In empty space, the other two 
objects vanish, of course, and no further classification 
is possible or necessary. However, when the Einstein 
tensor does not vanish, its algebraic structure can be 
classified and, as we hope to show by example in this 
paper, may prove helpful in the physical interpretation 
of the corresponding metric. Such classifications were 
given by Churchill,3 and independently and in more 

2 F. Pirani, Phys. Rev. 105, 1089 (1957); R. K. Sachs, Proc. Roy. 
Soc. (London) A270, 103 (1962). A useful summary of the use of the 
Petrov classification in gravitational radiation theory is given in 
the series of lectures on "Gravitational Radiation Theory" by F. 
Pirani in Brandeis Summer Institute in Theoretical PhYSics 1964, 
Volume One: Lectures on General Relativity (Prentice-Hall, Inc., 
Englewood Cliffs, New Jersey, 1965). 

3 R. V. Churchill, Trans. Am. Math. Soc. 34, 784 (1932). 
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The classification of symmetric second-rank tensors in Minkowski space and its application to the 
Einstein tensor is reviewed. It is shown that, for spherically symmetric metrics, the Einstein tensor always 
has a spacelike double eigenvector; and the possible types of Einstein tensor that this degeneracy allows 
are discussed. A complete classification of all spherically symmetric metrics with two double eigenvalues 
is given. A study of the timelike eigencongruence, in the case when one timelike and two spacelike 
eigenvectors exist, is carried out. Canonical forms for the metric, the Einstein tensor, and the Weyl 
tensor (which is always of type D) are given for each of the various possible types. 

1. INTRODUCTION 

As is well known, the invariant characterization of 
the gravitational field in general relativity is best 
given in terms of the Riemann tensor. The Rie­
mann tensor at a point itself is decomposable into 
three irreducible objects under Lorentz transforma­
tions in the tangent space; the conformal curvature 
tensor or Weyl tensor, the traceless Ricci tensor, and 
the curvature scalar R. Petr6v and others l have 
shown how an algebraic classification of the Weyl 
tensor may be carried out, and its usefulness in the 

• On leave of absence from the University of Warsaw. 
1 A. Z. Petrov, Kazan. Gos. Univ. Uc. Zap. 114, Series 8, 55 

(1954); J. Geheniau, Compt. Rend. 244, 723 (1957); R. Penrose, 
Ann. Phys. 10, 179 (1960); R. K. Sachs, Proc. Roy. Soc. (London) 
A264, 309 (1961). 

physical interpretation of Einstein's theory has been 
amply demonstrated.2 In empty space, the other two 
objects vanish, of course, and no further classification 
is possible or necessary. However, when the Einstein 
tensor does not vanish, its algebraic structure can be 
classified and, as we hope to show by example in this 
paper, may prove helpful in the physical interpretation 
of the corresponding metric. Such classifications were 
given by Churchill,3 and independently and in more 

2 F. Pirani, Phys. Rev. 105, 1089 (1957); R. K. Sachs, Proc. Roy. 
Soc. (London) A270, 103 (1962). A useful summary of the use of the 
Petrov classification in gravitational radiation theory is given in 
the series of lectures on "Gravitational Radiation Theory" by F. 
Pirani in Brandeis Summer Institute in Theoretical PhYSics 1964, 
Volume One: Lectures on General Relativity (Prentice-Hall, Inc., 
Englewood Cliffs, New Jersey, 1965). 

3 R. V. Churchill, Trans. Am. Math. Soc. 34, 784 (1932). 



                                                                                                                                    

270 JERZY PLEBANSKI AND JOHN ST ACHEL 

detail by one of the authors4 from the purely algebraic 
point of view. Just as the algebraic classification of the 
Weyl tensor at a point together with certain properties 
of metric in the large has proved helpful in the study 
of empty-space solutions of the Einstein theory; so it is 
hoped that additional study of the algebraic structure 
of the Ricci tensor (or the equivalent Einstein tensor), 
when combined with global properties of the metric, 
may be useful in the study of metrics representing 
nonempty spaces. In this paper, we take this approach 
in what is perhaps the simplest possible case. We apply 
the classification scheme to the class of spherically 
symmetric metrics. We distinguish the various possible 
subclasses and investigate them in more or less detail, 
singling out the cases where a physical interpretation 
of metrics of the subclass has been found possible. A 
number of well-known metrics are seen to emerge 
naturally from the classification scheme, independently 
of direct application of any field equations, and 
canonical forms of the metric are given for a number 
of cases where solutions of a given physical type may 
be expected to occur. Thus, we hope to demo'nstrate 
the usefulness of the classification of the Einstein 
tensor (in conjunction with that of the Weyl tensor) as 
a tool in the search for interesting solutions to the 
nonempty-space field equations and in their physical 
interpretation. 

In Sec. 2 of the paper, we briefly review the general 
classification scheme for the Einstein tensor. Section 3 
applies this scheme to the case of spherical symmetry. 
We then discuss the various subclasses in more detail, 
giving useful canonical forms of the metric wherever 
possible, eigenvalues of the Einstein tensor, the 
invariant of the Weyl tensor, etc., as well as particular 
metrics of physical interest. A summary follows with 
some indications of remaining problems and other 
possible applications of the methods discussed here. 
Finally, we include two Appendices, giving the 
Einstein tensor, Weyl tensor, and other useful results 
for a number of canonical forms of spherically 
symmetric metrics. 

2. CLASSIFICATION OF THE EINSTEIN TENSOR 

The Einstein tensor is, of course, a second-rank 
symmetric tensor and the basic problem is therefore 

• J. Plebanski, Acta Phys. Polon. 26, 963 (1964). An algebraic 
classification of second-rank symmetric tensors in Minkowski space 
has also been given by A. Z. Petrov; details of this classification 
together with references to earlier work on this subject may be found 
in A. Z. Petrov, New Methods in the General Theory of Relativity (in 
Russian) (Science Publishers, Moscow, 1966); English trans!' of the 
first ed. of this work: A. Z. Petrov, Einstein Spaces (Pergamon Press, 
Inc., London, 1964). Roger Penrose has carried out a classification 
of traceless symmetric second-rank tensors as a special case of a 
general classification scheme for arbitrary spinors (private com­
munication). 

the classification of a second-rank symmetric tensor in 
a Riemann space. The Churchill classi~cation depends 
on the study of the invariant planes associated with the 
tensor and is more geometrical. The method of Ref. 
4 is based on the study of the eigenvectors of the 
matrix associated with the tensor and is more alge­
braic. In this section we outline both basic classifica­
tions and show the relationship between the two. 
No proofs are given; they may be found in Refs. 3 
and 4. 

If we are given a second-rank symmetric tensor A'" 
and a metric tensor at a point, we may use the metric 
tensor to put the symmetric tensor into the mixed 
form Ap V. In this form it may be looked upon as an 
operator which operates on a contravariant vector to 
produce another one: 

(2.1) 

If we think of it as a matrix, we may study the eigen­
values and eigenvectors of this matrix independent 
of their reality. These eigenvectors, if they are real, 
define invariant directions left unchanged by the 
operator. We may also look for invariant planes (Le., 
planes, or 2-flats, as Synge5 calls them, in the tangent 
space) such that the operator always takes a vector in 
the invariant plane into another vector in this plane. 
Every mixed second-rank tensor, symmetric or not, 
has at least one such invariant plane.6 

If the metric tensor is positive (or negative) definite 
in character, a real orthogonal transformation always 
exists which diagonalizes the matrix, so that four real 
eigenvectors always exist, defining the Ricci principal 
directions. 7 The planes which contain any pair of 
these eigenvectors are then invariant planes; and, 
apart from degeneracy of some of the eigenvalues 
which can make any vector in an invariant plane an 
eigenvector, no further classification with respect to 
eigenvectors or invariant planes is possible. 

However, with an indefinite metric, and in partic­
ular with the Minkowski metric, the tensor may be 
situated in various nonequivalent ways with respect 
to the light cone of null directions; and, the various 
possibilities that arise here give rise to distinct types 
even before the degeneracy of eigenvalues is taken 
into account. Churchill showed there are four such 
distinct types with respect to the properties of the 
invariant planes of the tensor. In Ref. 4, the same four 
basic types were obtained through a study of the 

5 J. L. Synge, Relativity: The Special Theory (North-Holland 
Publishing Company, Amsterdam, 1964). 

• G. Y. Rainich, Trans. Am. Math. Soc. 27,106 (1925). 
7 G. Ricci, Atti R. Istituto Veneto (VIII) 6, 1233 (1904). See, for 

example, J. A. Schouten, Ricci-Calculus (Springer-Verlag, Berlin, 
1954). 
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eigenvectors; and by study of the possible degeneracies 
within each type, a much more detailed classification 
of symmetric second-rank tensors in Minkowski 
space followed. 

We discuss the Churchill approach3 first. Since every 
second-rank tensor has at least one invariant plane, 
the first question is how many distinct types of planes 
can occur in Minkowski space. There are three kinds: 
timelike planes, which cut the null cone in two null 
directions; spacelike planes which do not cut the null 
cone at all, and therefore contain no null directions; 
and null planes, which are tangent to the null cone 
and therefore contain one null direction. Suppose the 
tensor has a spacelike invariant plane; using the fact 
that it is a symmetric tensor it can be shown that the 
orthogonal plane, which is timelike, is also invariant. 
The converse also holds: If the invariant plane is 
timelike, the orthogonal spacelike plane is also 
invariant. Since the spacelike plane has a positive 
definite metric,. there always exist two real spacelike 
eigenvectors in this case. The timelike plane, having an 
indefinite metric, is more complicated and three 
possibilities can occur: two real orthogonal eigen­
vectors exist, in which case one is spacelike and the 
other timelike; no real eigenvectors exist; or, one 
double null eigenvector exists. Churchill calls these 
Case la, Ib and Ic, and Id, respectively-b and c 
being merely designations for alternate canonical 
forms for the same case. If the invariant plane is null, 
it is unique, and Churchill calls this Case II. He 
shows that, by appropriate choice of the orthonormal 
tetrad, the physical components of A,/ in each of these 
cases may be brought to the corresponding canonical 
form shown in Table 1. 

Reference 4 considers the matrix corresponding to 
A,/. which we shall symbolize by A when we are 
considering it as a matrix. Let its distinct eigenvalues 
be symbolized by A~, A~, ... ,A~ with respective 
multiplicities n1 , n2 , ••• , nk (of course n1 + n2 + ... + 
nk = 4). A will always obey a minimal equation of the 
form 

(A - IA{)ml(A - IA~)m •... (A - IA~)mk = 0, (2.2) 

with mi ~ ni , of course. Each eigenvalue naturally has 
a corresponding eigenspace, spanned by the eigen­
vectors, whose dimensionality depends on the multi­
plicity of the eigenvalue. If the eigenvalue is real, the 
eigenspace is real as well. If this eigenspace contains a 
(real) timelike vector, we symbolize the eigenvalue by 
T. If its eigenspace does not contain a timelike vector 
but does contain a (real) null vector, we symbolize the 
eigenvalue by N. If its eigenspace contains only (real) 
spacelike eigenvectors, we symbolize the eigenvalue 

TABLE I. Classification of Einstein tensor by invariant planes 
(Churchill). Subclassifications may be made on the basis of 

coincidence of various eigenvalues, see Table III. 

Type 

I 

I(a) 

I(b) 

I (d) 

II 

Canonical Form Geometric Characterization 

Two orthogonal invariant 
planes, one spacelike, one time­
like; two eigenvectors in the 
spacelike plane. 

(a): One timelike, one space­
like eigenvector in the timelike 
plane. 

(b) [or (c)]: No (real) eigen­
vector in the timelike plane. 

(d): One double null eigen­
vector in the timelike plane; 
null eigenvalue = O. 

An invariant null plane; one 
triple null vector, one spacelike 
eigenvector. 

by S. Finally, if the eigenvalue is complex, we sym­
bolize it by Z. The following symbol serves to sum up 
this information: 

[nlA~ - n2A; - ... - nkA~lcml-m.-' .. -mkl' (2.3) 

where A; is to be replaced by T, N, S, or Z as appro­
priate for that eigenvalue. The various possible symbols 
then correspond to the various possible types of 
symmetric second-rank tensors. Table II is a chart 
showing all the various possible algebraic types in 
terms of these symbols, together with the various 
possible degenerations between those of higher- and 
lower-order minimal equations. Particular examples 
of many of the types are given in later sections for the 
case of spherically symmetric metrics. 

The relationship between the two classifications is 
summarized in Table III. Churchill's types correspond 
to the four nondegenerate types with minimal equation 
of order four. By making the indicated equalities of 
eigenvalues in Churchill's canonical forms, the 
degenerate types of minimal order three or lower in 
the classification of Ref. 4 arise. We shall use the 
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TABLE II. Classification of the Einstein tensor by eigenvectors and character of eigenspaces (Ref. 4). The symbol T, N, or Sis 
used if the eigenspace of an eigenvalue contains a timelike vector, no timelike but a null vector, or only spacelike vectors. Dotted 

lines indicate degeneracies of higher forms. The heavy lines connect types which have minimal equations of the same order. 

Type of eigenvector 

One double 
eigenvector 

Two double 
eigenvectors 

Triple 
eigenvector 

Quadruple 
eigenvector 

4 Eigenvectors 

symbols (2.3) to describe the various types in later 
sections. 

This classification scheme may naturally be applied 
to the Ricci tensor, and was so applied in Ref. 4. We 
apply it to the Einstein tensor G/; since this is the 
tensor which occurs in the field equations, its eigen­
values G; might therefore be expected to have more 
immediate physical significance. Of course, since the 
Ricci and Einstein tensors only differ by a scalar 
multiple of the metric tensor, the use of one or the 
other leads to exactly the same type for a given 
metric, and merely shifts all eigenvalues by an equal 
amount. 

3. SPHERICALLY SYMMETRIC METRICS 

The condition of spherical symmetry imposes a 
number of restrictions on the algebraic structure of 
the Riemann tensor at a point. In the first place, as is 
well known, the Weyl tensor must be of Petrov type 
ID, or [2-2] in the Penrose notationl

; which means 
that there are two doubly-degenerate Debever vectors. 
Of course, the Weyl tensor may degenerate to the 
extent that it vanishes altogether; this case of con­
formally fiat spherically symmetric metrics was 

3 Eigenvectors 2 Eigenvectors 

[3N-Sl[a_1] 

// ~ 
// 4 

/ 

" [4Nl[a] 

~3 

TABLE III. Comparison of the Churchill classification and the 
classification of Ref. 4. (i, j, k is any permutation of 1, 2, 3.) 

I(a) 

I(b) or 
(c) 

I(d) 

II 

or 

Churchill 

000 ~ 001 ~ W. ~ Ws 

00/ = 000 

Wi ~ Wi ~ 00/ 

W/ = Wi ~ 000 ;ti. Wi 

Wi = 000 

WI = Wk ~ 00/ 

00/ = Wi = Wk ~ 000 

Wi = Wi = Wo ~ Wk 

Wi = Wi = Wi = 000 

W. ~ 00, 

W. = Wa 

WI ~ W. 

w.=wa~O 

00,=0 wa~O 
Wa = 0 w. ~O 

w.=wa=O 

00, ~ 000 

w. = 000 

Ref. 4 

[T-S1-S,-S,1[1-1-l-l] 

[2T-Sc Sa][1-1-1] 

[T-2Sc S'](1-l-l) 

[2T-2SJ(l-l] 

[T-3S][l-l] 

[3T-SJ[l-l] 

[4n[1] 

[Z-2-Sc S,l[l_1_1_1] 

[Z-2-2S][1-l-l] 

[2N-S1-Sl l[I-1_1] 

[2N-2S]['_1] 

[3N-S][1-1] 

[4NJ[I] 

[3N-Sl[8_1] 

[4NJ[a] 
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recently examined by one of the authors with another 
collaborator.s At any rate, the Weyl tensor is char­
acterized in the spherically symmetric case by just one 
invariant, the vanishing of which signifies that the 
space is conformally flat. 

The possible types of the Einstein tensor are also 
limited by the spherical symmetry of the metric, as we 
shall now show. In this section we give a geometrical 
discussion based on the symmetry properties them­
selves; an analytic discussion based on an explicit 
form for the metric is given in Appendix A. 

We shall define a spherically symmetric metric as 
one which has a group of symmetries (isometries) 
which has the special orthogonal group SO(3) as a 
subgroup (not necessarily proper), such that the orbit 
(or minimal invariant variety) of this group at each 
point shall be a two-dimensional manifold with 
spacelike tangent plane (the inner geometry of these 
surfaces is that of the two-sphere). Now we prove that 
the tangent plane must be an invariant plane of the 
Einstein tensor at each point. 

The isotropy group at any point (i.e., the subgroup 
of the rotation group which leaves the point fixed) 
consists of the rotations in the tangent plane. Pick 
any two perpendicular directions in the spacelike 
tangent plane and consider unit vectors in these di­
rections, 2ell and aell. Then there exists a rotation :R 
in the isotropy group which takes 2ell into aell and 3ell 
into -2ell (i.e., a rotation through 90°): 

:R2ell = aell, :Raell = -2ell. (3.1) 

Now consider the effect of G/ on 2ell and aell: 

G,l\ell = uV, G" v
3ell = vV; (3.2) 

if we can show that ull and VV lie in the tangent plane, 
then any vector in the tangent plane (which can always 
be expressed as a linear combination of 2ell and aell) 
is also taken into a vector of the tangent plane by G" v; 
and the tangent plane is invariant. Suppose ull and Vll 
have projections u~ and v~ in the plane perpendicular 
to the tangent plane (which is timelike, since the tan­
gent plane is spacelike). Then we can decompose ull 

vll into their components with respect to these two 
planes: 

ull = u'T + u'l, vll = v!f- + vi. (3.3) 

Now perform the rotation :n. Since:R is an isometry, 
G/ is unaffected by the rotation and Eq. (3.2) is 
transformed into 

• R. Boyer and J. Plebanski, "Conformal Curvature and Spherical 
Symmetry" (report of work prior to publication). 

Comparing (3.4) and (3.2), we see that 

5{ull = vll , 5{vll = -ull. (3.5) 

But u'i and v'i are unaffected by a rotation in the 
tangent plane, so that (3.3) becomes 

5{u
u 

= :Ru;- + u~ , :Rvl' = :Rv~ + vi; (3.6) 

and since :Ru'i- and :Rv'i- must still lie in the tangent 
plane, comparison of (3.5) and (3.6) shows that 
u'i and v'i must vanish. Thus, ull and Vll do lie in the 
tangent plane, which must be invariant. But the exist­
ence of a spacelike invariant plane means that there 
must be two spacelike eigenvectors in the plane, and 
the equivalence of all directions in the plane under the 
isotropy group means all directions must be invariant. 
Thus, there must exist a double eigenvalue corre­
sponding to this eigenspace. So only those types of the 
Einstein tensor which have a 2S in them, or are 
obtainable from these by further degeneration, can be 
connected with a spherically symmetric metric. 
Explicitly, this means the following "parent types" 
may be expected to occur with minimum degeneracy 
(i.e., minimal equation of third order): 

[Z-Z-2S][I_I_I) , 

[T-2Sc S2][I_I_I) , 

[2N-2S][2_1j . 

The further degeneracies that may occur are shown in 
Table V, together with the criteria for their occurrence 
in terms of the explicit form of the metric used in 
Appendix A. 

4. TWO DOUBLE EIGENV ALVES 

The preceding section and Appendix A show that 
the spherically symmetric Einstein tensor always has 
one double eigenvalue which we call G~. A look at 
Table V shows that there are four subclasses in which 
there is an additional double eigenvalue. In the 
[2T-2S][1_1] and (2N-2S][1_1] cases, these are distinct, 
while in the (4TJ[1] and [4NJ[2] cases, a further 
coincidence of the pairs of eigenvalues takes place. 
We shall investigate this class of metrics in some 
detail, showing that they contain a number of known 
models of spherically symmetric spaces of physical 
interest, as well as generalizations of some of these 
models. 

First we develop a canonical form for the line 
element of this class of metrics, using a null coordinate 
related to one of the Debever vectors of the Weyl 
tensor (if the metric is not conformally flat), in terms 
of which the Einstein tensor becomes exceedingly 
simple. Consider the spherically symmetric line 
element in the standard spherical coordinates (called 



                                                                                                                                    

274 JERZY PLEBANSKI AND JOHN ST ACHEL 

TABLE. IV. ~nonical forms for th~ m~tric ~hen the ti:nelike-eige~~ector con.g:uence o~ the Einstein tensor has indicated properties. 
The Einstein tensor for each form IS gtven In AppendIX B. In addItIon, condition (5.2) IS assumed to hold where not automatically 

satisfied by conditions in column two. 

Properties of 
timelike congruence Conditions Canonical form of metric 

Expansion free (8 = 0) 

Rigid in Born sense Po = 0, Ro = 0 

(RoRI dx°)2 - ~, dr· - R' dw2 

R = R(xO, r) 
e2«(dx")2 - el/l dr' - r'dwB 

ex = ex(x", r), {J = p(r) 
e2A.(dx")B - e2/1 dr. - r 2 dwl 

A = A(r), P = {J(r) 

(dx")' - R~ dr· - RI dwB 

Killing v~tor 
(static metric) 

Geodesic 

{Jo = 0, Ro = 0, 
ex = !(x") - A(r) 

ex l = 0 

Shear-free, nongeodesic 

Shear-free, geodesic 

curvature coordinates by SyngeD): 

ds2 == eV(dxO)2 - e). dr- - r2 dro2• (4.1) 

The nonvanishing components of the Einstein tensor 
are9 (with xo, xl, X2, x3 equalling xO, r, 0, rp. respec-
tively) . 

-Gg == e-). -- + - - - , (
-A' 1) 1 

r r2 r2 

( , 1) 1 -G~ = e-
A 

; + ~ - ~ , (4.2) 

G2 _ G3 _ .1 -A( II + .1 '2 + '/I' - A' 1 ",) 
- 2 - - 3 - ~e '/I ~'/I - ~v I'. , 

r 

-G~ = e-A)./r, -G~:: e-v)./r, 
and 
_ IcV(l + 1).2 - !).jI), 

The eigenvalues of the Einstein tensor are 

G{ = G~ (DOUBLE), 

G~ = HGg + GD + [!(Gg - GD2 + G~G~]t, (4.3) 

G~ = HGg + GD - [HGg - GDs + G~G~]t. 
The condition for an additional double root is 

HGg - GD2 + G~G~ 
= .! e-3}'-v[(.E.. ei ()'+V))2 _ (..!. eA)~ = O. (~.4) 

r2 or oxo I J 
Thus. a double root exists if and only if 

.E.. et().+v) = l.. eA. (4;5) 
or oxo 

oJ. L. Synge, Relativity: The General Theory (North-Holland 
Publishing Company, Amsterdam, 1960). Metrics mentioned in this 
paper for which no special reference is given may be found in this 
hnnk. 

R = R(x", r) 

( ~o r (dxO)1 - R2(drl + dw') 

R = R(x", r), Ro.p 0 

(dxO)2 - RI(dr2 + d(2) 

R = !(xO)g(r) 

[In principle. a plus or a minus sign could occur on 
the right-hand side of (4.5). But, in the case of a 
minus sign, the coordinate transformation Xo _ - XO 
changes the sign to the positive one.] Now (4.5) is the 
integrability condition for the existence of a function 
u(xO, r) such that 

ei(Hv) = -u, e). = -u'. (4.6) 

(Of course, both u and u' must be nonvanishing.) 
Solving for eV and e). and inserting these expressions 
into (4.1), we find 

ds2 = (-1/u')du2 + 2dudr - r2 dwa, (4.7) 

But, since u:;l= 0, we can invert u(xO, r) and find 
xO = XO(u, r). Consequently, u can be used as a new 
coordinate, easily seen to be null, and the line element 
takes the form 

ds2 = F(u. r) du2 + 2 du dr - r2 dro2• (4.8) 

which is thus a canonical form for a spherically 
symmetric metric with two double eigenvalues. It 
proves more convenient to represent this function F 
in the form F = 1 - feu, r)/r so that the canonical 
form is finally given bylO 

ds2 = [1 - f(u, r)/r]du2 + 2dudr - r2 dro2, (4.9) 

10 H. Bondi, Proc. Roy. Soc. (London) AlB1, 39 (1964) has con­
sidered a general form for the spherically symmetric metric based 
upon the use of one null or "radiation" coordinate and involving 
two arbitrary functions. When one of these functions ({J) is set equal 
to zero, the metric of Eq. (4.9) results. A. Papapetrou, Ref. 1 t, has 
considered this metric along with a number of special cases and 
shows that it may describe the field of a radiating star in certain 
cases. 
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TABLE V. Algebraic types of Einstein tensor in spherically symmetric case. The heavy lines connect types which have minimal 
equations of the same order. The parameters characteristic of each type are invariantly defined, since t(a + C)I - bl = HG; - G~)t, 
~ = (G; - G~)(G; - G;), and a - c = (G. - G;) + (G~ - G~). Although b is not an invariant as such; its vanishing or non­
vanishing provides a convenient criterion for distinguishing between types with the other criteria the same, but a different order 

of minimal equation. 

Criteria 

Ha + c)" - bl < 0---.-------.-.-... -- .. -- [Z-Z-2S][l-l_l) 

~>O ~ 

i(a + C)" - bl > 0··-··-·-·-_·_----···_·--_····-·-··-··_-- [T-2S1-S.1[l-l-1] 

~¢O ~ 

t(a + c)" - b" = 0···_·· __ ···_-_··_······ [2T-2S1[l-l]········_····· ••..•• [2N-2S][t_l] 
~ ¢ 0 (b = 0) (b ¢ 0) 

a - , " 1_ 0 •.•.••........•...•...•.....•...••.. ~~~:: ~ 
a - c == 0 -- •••... ·····_····· •• · .. -... [4nCt)····_········-·_···[4N]r2) 

~ = 0 (b = 0) (b ¢ 0) 

The Weyl and Einstein tensors for this metric are 
easily computed. The null vector formed from the 
gradient of the null coordinate u is one of the double 
Debever (or principal null) vectors of the conformal 
curvature tensor, if the latter does not vanish. Thus, 
an additional element of degeneracy is present in these 
subcases; the null vector is also an eigenvector of the 
Einstein tensor. Thus, the invariant angle between an 
eigenvector of the Einstein tensor and an eigenvector 
of the conformal tensor vanishes. The conformal 
invariant of this class of metric is given by 

C - ± 1(3C CapYd)! - ! (r-2f) (4.10) - Ir apyd - 8 rr' 

The Einstein tensor has this remarkably simple 
structure: 

0 0 0 

1 1 
0 0 2 f. .. 21.r GIJI- r r (4.11) p-

O 0 
1 

2r f.·r 0 

0 0 0 
1 

2r frr 

Thus, the curvature scalar is given by 

R = -G: = -r-2(rf)rr' (4.12) 

Note the simplicity of these results: all curvature 

~ "'2 

invariants are linear in the single structural function 
feu, r); the only quantity which depends on a u 
derivative is G:; no second derivatives of u enter the 
curvature. As a consequence, at any given retarded 
time u (assuming we choose u as a retarded null 
coordinate), the conformal tensor has just the same 
structure as it would have if feu, r) wer.e to keep its 
instantaneous value for all time (i.e., ifthe metric were 
"time-independent"); the effect of time variation on 
the curvature tensor is an "induction" type of effect 
(of course, a true radiation type of effect in the Weyl 
tensor, which represents the propagated part of the 
gravitational field, is impossible in any spherically 
symmetric case) . 
. Matrix (4.11) is already in a form which makes the 

identification of our four subcases simple. The various 
cases are distinguished by whether or notl .. vanishes, 
which determines whether the matrix is diagonalizable, 
and whether or not (r-2f.r).r vanishes, which deter­
mines whether the two double eigenvalues are equal 
or not. 

Also, we may classify the metrics according to 
whether or not the conformal invariant and the Ricci 
scalar vanish, leading to a total of sixteen subcases 
of spherically symmetric spaces with two pairs of 
double eigenvalues. We symbolize these cases by 
adjoining to the previous symbol, the parenthesis 
(R, C) which indicates whether or not the Ricci scalar 
and conformal invariant vanish. Examining all 
sixteen possibilities, we get the following results (first 
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come the most degenerate types): 

[411[1](0, 0) 

[411[1](0, C) 

[4T][I](R, 0) 

[411[I](R, C) 

ds2 == du2 + 2 du dr - r2 dw2, Flat space; 

ds2 = (1 - (2m/r» du2 + 2 du dr - r2 dw2, m = const ':;i: 0, external Schwarzchild, C = !mr-3 ; 

ds2 = (1 - (.lAr2» du2 + 2 du dr - r2 dw2, A == const ':;i: 0, R == -4A, de Sitter space; 

ds2 == (l - (2m/r) - (iAr2» du2 + 2 du dr - r2 dw2, m ':;i: 0, A ':;i: 0, Schwarzchild solution with 
cosmological const, R == -4A, C == !mr-3• 

The cases of type 4N are more interesting. [4N][2](0, 0) is empty. The remaining possible types are 

[4N][2](0, C) ds2 == [1 - (2m(u)/r)] du2 + 2 du dr - r2 dw2, m(u), .. ':;i: 0, Vadya's radiating metric,ll C = 
!m(u)r-S ; 

[4N][2](R,0) ds2 = [1 - (tA(u)r2)] du2 + 2 du dr - r2 dw2, A(u), .. ':;i: 0," radiating" de Sitter Space R = 
-4A(u); 

[4N][2](R, C) ds2 = [1 - (2m(u)/r) - (tA(u)r2)] du2 + 2 du dr - r2 dw2, m ... ':;i: 0, A ... ':;i: 0, generalized 
Vadya metric in "radiating" De sitter space, C == !m(u)r-3 , R == -4A(u). 

The family of type [2T-2Slct_l] represents a family of static space-times. The case [2T-2S][l_1](0, 0) is empty. 
The remaining possible types are: 

[2T-2S][1_1](0, C) ds2 = (1 - (2m/r) + (e2/r2» du2 + 2 du dr - r2 dw2 , e2 ':;i: 0, Reissner-Nordstromsolution12 

for a point charge in Maxwell electrodynamics plus a point mass, C == !(m/r3 - e2/r4). 
We make the integration const e2 positive for the physical interpretation. 

[2T-2S][I_I](R,0) ds2 = (1 + 2ar + br2) du2 + 2 du dr - r2 dw2, a ':;i: 0, R = 12(a/r + b). A physical inter-
pretation is unknown. The conformal factor for this metric is given in Appendix B. 

[2T-2S][1_1J(R, C) ds2 = (1 - (f(r)/r» du2 + 2 du dr - r2 dw2, R = -r-2(rf)"r ':;i: 0, C == (r/8)(r-2j).r, ':;i: 0, 
static point charges in nonlinear Born-Infeld type electrodynamics. IS 

Finally, the most general type [2N-2S][2_1] represents a family of nonstatic space-times. The case 
[2N-2S][2_1](O,0) is empty. The remaining possible types are 

[2N-ZS][2_1](0, C) ds2 = [(1 - 2m(u)/r) + (e2(u)/r2)] dUB + 2 du dr - r2 dw2, e2 ':;i: 0, m~ .. + e~ .. ':;i: 0, the 
"radiating" Reissner-':Nordstrom solution, C == !(m(u)/rs - e2(u)/r4). 

[2N-2S][2_1](R,0) ds2 == (1 + 2a(u)r) + (b(u)r2) du2 + 2 du dr - r2 dw2, a~ .. + b~ ':;i: 0, R = 12(a(u)/r + b(u». 
A physical interpretation is unknown. The conformally flat representation of this metric 
is given in Appendix B. 

[2N-2S][2_1](R, C) ds2 = [1 - (f(u, r)/r)] du2 + 2 du dr - r2 dw2, (rf),r. ':;i: 0, (r-2/), •• ':;i: 0, (r2f.r)" ':;i: O,/. .. ':;i: 
0. A physical interpretation is unknown (see Papapetrou, Ref. 11). 

Among the 13 nonempty cases listed above, we have found a number of familiar metrics, as well as some 
unexplored ones. 

Birkhoff's theorem for empty spaces, and a number of generalizations of it to nonempty cases may easily be 
obtained from this classification by noting that all metrics of types 4T and 4N are necessarily static. 

S. ONE TIMELIKE AND THREE SPACELIKE 
EIGENV ALVES 

To treat the cases [T-2Sc S2][1_1_1] (and its degen~ 
erate forms [T-3S][1_1] and [3T-S][1_1])' we start from 
a very general form of the spherically symmetric 

11 P. C. Vadya, Nature 171, 260 (1953); see also R. W. Linquist, 
R. A. Schwartz, and C. W. Misner, Phys. Rev. 137, B1364 (1965); 
A. Papapetrou, Compt. Rend. 262A, 162 (1966). 

12 H. Reissner, Ann. Physik 50, 106 (1916); G. Nordstrom, Ver­
handel. Koninkl. Ned. Akad. Wetenschap. Afdel. Natuurk. Sect. II, 
26, 1201 (1918). 

IS R. Pellicer, Ph.D. thesis, Centro de Investigacion y de Estudios 
Avanzados del I.P.N., Mexico (1968). 

metric, always locally valid9 : 

ds2 = e2«(dxO)2 - e2fJ dr2 - R2 dw2; (5.1) 

IX, p, and R are arbitrary functions of XO and r = 
Xl(O = x2 , q; == XS), and dw2 == dOS + sin2 0 dq;2. In 
general, it is possible to impose one additional 
condition on the three functions without restricting 
the type of the Einstein tensor, since only two arbitrary 
functions are needed to describe spherically symmetric 
space-times. Various standard coordinate conditions 
give rise to the familiar polar, Gaussian, curvature, 
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isothermal, and isotropic coordinates, as discussed 
for example, by Synge. However, as we shall see in a 
moment, by example, the imposition of certain relations 
among the three functions may restrict the possible 
algebraic type of the corresponding Einstein tensor. 
Once we have restricted the algebraic type of the 
Einstein tensor, a certain condition may not further 
restrict the range of metrics, even though it is suited 
only to that particular type or types. This may serve 
as an example of the need for caution in setting 
conditions on the coordinates in general relativity. 
These conditions must be investigated to see whether 
or not they imply restrictions on the class of metrics 
that can satisfy them. 

The Einstein and conformal curvature tensors of 
the above metric are given in Appendix B. We note 
that e2PG~ = _e2aG~, so· that if we impose the 
coordinate condition 

the Einstein tensor will already be diagonalized with 
real eigenvalues; and one timelike, and three spacelike 
eigenvectors along the coordinate directions. The 
eigenvalues are given by 

G{ = G~ = G~ 

= e-2P [_ Rn _ IX - IX2 - IXIRI + fJIRI + fJ IX ] 
R ,n ~ R R 1 1 

+ e-2a [R oo + fJ + fJ2 + fJoRo - RolXo - IX fJ ] 
R 00 ° R ROo, 

1 -2a [R~ 2Rof30] +- +e -+--, 
R2 R2 R 

G' = G1 = e-2P[_ R~ _ 2RIIX1] 
3 1 R2 R 

1 -2a [2Roo R~ 2Ro1X0] +-+e -+----. 
R2 R R2 R 

Condition (5.2) is understood to hold as well. Apart 
from possible degeneracies, discussed below, it will 
then always be of type [T-2Sc S2][I_I_I]' Thus, the 
metric (5.1) together with the coordinate condition 
(5.2) represents a canonical form for spherically 
symmetric Einstein tensors with one timelike and three 
spacelike eigenvalues-one double, of course. Since 
the vector oell = e-ab~ always represents the unit 
timelike eigenvector under these conditions, this 
system of coordinates represents a natural generaliza-

tion of the idea of "comoving coordinates" 14 to the 
general case where no assumption is made about the 
nature of the sources of the gravitational field, except 
that the stress-energy tensor has one timelike and three 
spacelike eigenvectors. 

The coordinate condition may be interpreted in 
several ways. If IX and R are given, it is an equation 
determining f30, 

(5.4a) 

We see this interpretation is always possible, unless 
Rl = O. If fJ and R are given, it is an equation deter­
mining lXI' 

Ro 
(5.4b) 

and we see that this interpretation is always possible, 
unless Ro = O. Finally, if IX and f3 are given, it can be 
regarded as an equation for R, which is seen to be of 
the standard form for a linear hyperbolic equation of 
second order in two variables. Thus, one can in general 
always find a unique solution locally if additionally one 
gives either the values of R and its normal derivative 
along any noncharacteristic curve in the (XO, r) plane, 
or gives the value of R along two intersecting character­
istic curves (i.e., along r = const and XO = const).15 
This formulation may prove particularly useful in the 
problem of m'atching two solutions along some 
boundary. 

Now we enumerate the possible degeneracies. If 
G~ = G; ;;1= G~, the Einstein tensor will be of type 
[T-3S][1_1] . If G~ = G; ;;1= G~, the Einstein tensor will 
be of type [3T-S][I_I]' If G~ = G~ ;;1= G;, the Einstein 
tensor will be of type [2T-2S][I_I] ' and if G~ = G; = 
G;, the Einstein tensor will be of type [4T][I]' The 
latter two cases of pairs of double eigenvalues have 
been discussed in the last section, where a more 
useful canonical form was given. 

The type [T-3S][1_1] will include as a subclass 
(certainly proper) those metrics which admit of a 
standard macroscopic hydro dynamical interpretation. 
In addition to being of this algebraic type, these, 
in addition, must satisfy such conditions to assure 
that the rest-mass density be positive at every point 
in any local Lorentz frame and that the pressure be 

14 See, for example, R. C. Tolman, Relativity, Thermoaynamics 
and Cosmology (Oxford at the Clarendon Press, Oxford, England, 
1934); or L. D. Landau and E. M. Lifshitz, The Classical Theory of 
Fields (Addison-Wesley Publishing Company, Inc., Reading, Mass., 
1962), 2nd ed., for discussions of co moving coordinates. 

15 See, for example, R. Courant and D. Hilbert, Methods of 
Mathematical Physics (Interscience Publishers, Inc., New York, 
1962), Vol. II, for a good discussion of hyperbolic partial differential 
equations in two independent variables. 
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nonnegative. These conditions could easily be formu­
lated in our coordinate system, but as they would not 
be particularly illuminating (or easily satisfied) we 
omit them. The type [T-2Sc S"][I_I_I] will include all 
other reasonable types of macroscopic, nonzero rest 
ll}ass, matter with differential pressures (or compres­
sive forces) in the radial direction and the two directions 
normal to the radial one-such as might arise from 
spherically symmetric shells of varying matter. 
Whenever such an interpretation is possible, the 
timelike eigenvector of the Einstein tensor may be 
looked upon as the generalized velocity field of the 
material sources of the Einstein tensor. The properties 
of the timelike congruence everywhere tangent to the 
timelike eigenvector are therefore of potential physical 
interest. 

These properties are particularly simple when 
expressed in our canonical coordinate system. Since 
the congruence is spherically symmetric, it is always 
hypersurface orthogonal and therefore the rotation 
of the congruence vanishes.18 Of the remaining six 
possible· invariants of the congruence, three also 
vanish, so that only three remain: the expansion, one 
component of the acceleration along the radial 
eigenvector of the shear tensor, and one independent 
eigenvalue of the shear tensor. They are given by 

() = expansion = e-a. (Po + 2:) , 
a = acceleration = -(l.le-P, (5.5) 

C1 = shear invariant = e-ll (Po - ~). 
We now investigate various special cases when one 

or another of these invariants vanishes, and we find 
canonical forms for the metric in these cases. 

First, suppose the congruence is expansion-free. 
Then we have Po + (2R.,/R) = 0, together with the 
coordinate condition (5.2). For the moment, weassum6 
Ro =F O. Then we can solve these equations to get 

R2 = !(r)e-P, RoR2 = g(XO)~, (5.6) 

but we still have the coordinate freedom remaining 
to let r' = r'(r) and :x;O' = XO'(XO) without changing 
the form of our metric or violating our coordinate 
condition. We may also use this freedom to make fer) 
and g(:x;O) equal to one so that the canonical form of a 
spherically symmetric metric with an expansion-free 
timelike eigencongruence of the Einstein tensor is 

ds2 = (RoR2 d:x;O)2 - 1/R' dr2 - R2 dw2 , (5.7) 

18 A discussion of first-order differential invariants of a timelike 
congruence may be found in the article by J. Ehlers and W. Kundt, 
in Gravitation: An Introduction to Current Research, L. Witten. Ed. 
(John Wiley & Sons, Inc., New York, 1962). 

where we have dropped the primes on xO and r, and R 
is an arbitrary nonvanishing function of (:x;O, r). 

If we demand that the congruence b~ rigid in the 
sense of Born,9 it is easily seen that this requires that 
Po = 0 and Ro = 0 both hold, so that this is just the 
case we neglected above. We can then use the co­
ordinate freedom of r mentioned above to set R = r, 
so that the canonical form of the metric in this case is 

ds 2 = e2a.(.,o,r)(dxo)" _ e2P(r) drS _ r" dw2. (5.8) 

Note that the coordinate condition is automatically 
fulfilled. 

If we additionally demand that the congruence be 
Killing, i.e., that the metric be static, we get the 
additional restriction that (I. = f(xO) - iter), and using 
the coordinate freedom on :x;O, we get the well-known 
result that a static spherically symmetric metric can 
be represented in the form, 

ds" = e").(r)(dxO)2 - e2P (r) dr" - r2 dw2 (5.9) 

with b~ obviously the Killing vector. 
If we demand that the timelike congruence be 

geodesic, this means that (1.1 = 0 in addition to the 
coordinate condition (5.2). In this case, the metric 
may, by similar methods, be reduced to any of 
several standard forms, for example, the geodesic 
normal form, 

(5.10) 

where R is any nonvanishing function of (xO, r). 
If we demand that the congruence be shear-free, 

but nongeodesic, then we have Po = Ro/R, and (1.1 =F 0 
in addition to (5.2). Assuming Ro does not vanish 
(which would also make Po vanish and thus get us 
back to the rigid congruence case), we can then put 
the metric in the canonical form, 

ds2 = (Ro/R)2(dxO)2 - R2 dr2 - R2 dw2, (5.11) 

where R is again any nonvanishing function of 
(:x;O, r) with nonvanishing :x;O derivative. 

If we demand that the congruence be shear-free and 
geodesic, the requirements are that Po = Ro/R and 
(1.1 = 0 in addition io (5.2). The freedom of:x;O trans­
formations can here be used to make the coefficient 
of (d:x;O)2 equal to unity, so that the metric takes the 
form, 

(5.12) 

where now R = f(:x;O)g(r) and all freedom of trans­
formations of XO and r has been used. 

If we additionally demand that G~ = G~ so that we 
are in the type [T-3S][I_I] where a hydrodynamical 
model is possible, the form of g(r) is fully determined: 

R = f(:x;O)/(Aer + Be-r), (5.13) 
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where f(xO) is an arbitrary function of xO and A and B 
are arbitrary constants. This class of metrics is seen, 
by direct substitution into the expression for the 
conformal invariant Eq. (B.ll), to be conformally 
flat. Now suppose neither A nor B vanishes. Then, 
the substitution p = 2er(IAjBl)t transforms the metric 
into the form, 

d 2 = (dXO)2 _ [f(xO)j2(1ABl)t]2 (dp2 + p2 d(2), 
S 1 ± (p2j4) 

(5.14) 

one of the standard forms of the Robertson-Walker 
metric. l ? If either A or B vanishes (it makes no 
difference which we take as nonvanishing, since the 
transformation r - -r takes one case into the other), 
say A = 0, then the substitution p = er takes the 
metric into the form, 

ds2 = (dxO)2 - [f(XO)jB]2(dp2 + p2 d(2), (5.15) 

which is the "flat" Robeitson-Walker metric. 
It is well known that the Friedmann metrics can be 

characterized as Robertson-Walker type solutions to 
the field equations for incoherent matter with a 
velocity vector which is shear free and geodesic. We 
see that the assumption about the nature of the matter 
tensor is irrelevant, as long as it has a shear-free and 
geodesic velocity vector field and a triple spacelike 
eigenvalue. 

The results of the various assumptions about the 
nature of the timelike congruence of the Einstein 
tensor, derived above, are summarized in Table IV. 
The form of the Einstein tensor in each case is given in 
Appendix B. 

We also note that the assumption that the expan­
sion () is negative at a point in space-time is easily 
seen to be equivalent to the statement that the volume 
of a shell of matter at that point is decreasing at that 
moment. Thus, the assumption that the expansion is 
everywhere negative can be used for a generalized 
definition of collapsing matter, and the resulting 
inequalities may enable a discussion of some aspects 
of spherical gravitational collapse to be carried out 
with very general assumptions about the nature of the 
matter tensor. 

6. TWO COMPLEX AND TWO SPACELIKE 
EIGENVALUES 

The only remaining case to be discussed is that of an 
Einstein tensor of the form [Z-Z-2S][I_l-l1' i.e., 
where there do not exist any real eigenvectors in the 

17 A discussion of the Robertson-Walker line element with refer­
ences to the original papers and a detailed historical treatment is 
found in 1. D. North, The Measure of the Universe: A History of 
Modern Cosmology (Clarendon Press, Oxford, England 1965). 

timelike invariant plane of the Einstein tensor. This 
case may also be treated by the use of the form (5.1) 
for the metric of a spherically symmetric Riemann 
space. As noted in the last section, e2PG~ = -e2"G~. 
By picking unit vectors oell and lell along the (orthog­
onal) coordinate directions t and r, respectively, it is 
easy to show that this implies that Gl~: = - Gl~: ' 
where the parenthesis around an index means pro­
jection onto the tetrad vector of that index so that these 
are physical components of the Einstein tensor. By 
looking at the canonical form of the Einstein tensor in 
Case I(b) or (c) (Table 1), we see that if either Glg: 
or Gm vanishes, the Einstein tensor will already be in 
canonical form with respect to a tetrad composed of 
unit vectors along the four coordinate axes. If we 
choose R = R(r) only, then Gm will vanish if 

e2P = Ri + 2RIRIXI; (6.1) 

indeed, we could choose R = r (standard Schwarz­
schild r, or curvature coordinates in Synge's terminol­
ogy9), if it were not for the requirement that e2P > 0, 
which might otherwise be violated for arbitrary IX. 
However, this class of solutions in canonical form 
depends "essentially" on only one arbitrary function 
in the sense that IX may be picked arbitrarily, and then 
any choice of R(r) made to satisfy the inequality 

R~ + 2RIRIXI > 0. (6.2) 

fJ is then fixed by Eq. (6.1). The physical components 
of the Einstein tensor will then be in canonical form 
I(c). No matter tensors corresponding to this case 
have been studied. 

7. CONCLUSIONS 

We have seen that in the spherically symmetric case, 
the subclassification of metrics by type of Einstein 
tensor leads to the possibility of canonical forms for 
the various types, which, particularly in the case of 
two doubly degenerate eigenvalues, are closely related 
to possible physical interpretations of the solutions. 
This suggests, more generally, that when looking for 
solutions of a certain physical type, the structure of 
the matter tensor may limit the type of the Einstein 
tensor in such a way that a more restrictive canonical 
form for the metric can be used than symmetry alone 
indicates without the loss of any solutions of the 
desired kind. Thus, the method may serve to simplify 
the search for exact solutions of certain types. 

In addition, if an Einstein tensor is of a certain type, 
only certain kinds of matter tensors will in general be 
compatible with this type, so that the study of the type 
of the Einstein tensor can help in the physical inter­
pretation of metrics. For example, in the case of an 
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electromagnetic field, it is clear from the structure of 
the stress-energy tensor Tis v = .t;.kfkv - () is vJ;.;.! Ak, that 
eigenvectors and invariant planes of the field tensor 
jP-V are also eigenvectors and invariant planes of T/. 
The study of the eigenvectors and invariant planes of 
the Maxwell tensor (as found in Ref. 5, for example) 
then shows that the only possible types for electro­
magnetic stress-energy tensors are: [4N][2] for the 
null Maxwell tensor, and [2T-2S][1_1] for all others 
(and possible degeneracies of these, of course). 

Certain canonical forms may prove useful in 
general investigations where assumptions are made 
about the matter tensor sufficient to limit the type of 
the Einstein tensor, but not detailed enough to fix it 
completely. For example, it was suggested in Sec. V 
that it might be possible to study certain problems of 
gravitational collapse with no more definite assump­
tions about the matter tensor than that it had a time­
like eigenvector (velocity field) whose divergence is 
everywhere negative. 

We have found a number of metrics with two 
doubly degenerate eigenvalues in Sec. IV which do not 
seem to have been previously investigated. In partic­
ular, the "radiating" de Sitter metric, the "radiating" 
generalized Vaidya solution, and the "radiating" 
Reissner-Nordstrom solutions would seem worthy of 
study for possible cosmological or other applications. 

Finally, we add that the demonstrated usefulness 
for general relativity of the study of the classification 
of the Weyl tensor and of the traceless Ricci tensor 
suggests that the "mixed" parts of the Riemann 
tensor be studied and classified. Two traceless sym­
metric tensors can be formed from the Weyl tensor. 
and the traceless Ricci tensor 

D - C Sp-v d D* - C* Sp-v (7 1) «fJ - «p.vfJ an «fJ - «p.vfJ' • 

where C«fJp-v is the Weyl tensor, Sp-v is the traceless 
Ricci tensor Rp.v - !gp-vR, and C:p-vfJ is the dual of the 
Weyl tensor. Six of the fourteen second-order differ­
ential invariants of the Riemann tensor are associated 
with these two tensors, and may therefore be called 
"mixed" invariants of the Weyl and traceless Ricci 
tensors.IS As far as we know, the study of these 
"mixed" invariants has not been carried out. The 
classification of D«fJ and D:fJ as traceless symmetric 
tensors is, of course, similar to the classification of the 
Ricci tensor. But the relation between its properties 
and those of the Weyl and Ricci tensors for various 
classes of metrics has not been investigated. In the 
spherically symmetric case, there is too much sym­
metry for anything new to arise, but in more general 

18 See R. Debever, Cahiers Phys. 18, 303 (1964) for an extensive 
review of the algebraic decomposition of the Riemann tensor and 
discussion of its invariants, including the definitions of Da/J and 
D~/J. 

cases it should prove interesting to study this question. 
The Weyl tensor describes the gravitational field 
proper, algebraically independent of its sources; the 
Einstein tensor tells us about that part of the gravita­
tional field that is tied directly to the sources of the 
field. It is natural to speculate that D«fJ and D:fJ 
should tell us something about the interaction of 
sources and gravitational field proper. 
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APPENDIX A 

For the analytic study of the possible types of the 
Einstein tensor in the case of spherical symmetry, it 
proves useful to employ a conformal form of the 
metric, already discussed in Ref. 8. It was shown 
there that every space-time V" which is spherically 
symmetric can be described, locally at least, in 
isotropic coordinates by the following metric form 
with two structural functions: 

ds2 = <p-2(x", W)[1p2(x", w)(dXO)2 - dxG dx"], (AI) 

where w = xlZxa = ,2, with the three-dimensional 
summation convention. The conformal curvature 
invariant in these coordinates is given by 

C2 = 6~i(ClZfJYlJClZfJYlJ) = (wqhp-Itp,ww)2. (A2) 

Of course C2 is an invariant and as mentioned above, 
it characterizes the Weyl tensor in this case. All 
further information about the curvature of the 
spherically symmetric spaces is contained in the 
Einstein tensor Gp. When computed in the above 
isotropic coordinates, this has the following forms: 

Gp = Ap - CJpX; (A3) 

Ap has the following structure: 

Ag = a, A~ = tp-1bxlZ/(w)!, 

1 Xaxb (A4) 
A~ = _tpbXIZ/(W}~, A~ = -c -- ; 

w 
the coefficients X, a, b, and c are given by 

X = 4W<p2tp-Itp.ww + 4<p2tp-ltp.w - 8w<p<p,ww 

- 8<p<p,w + 12w<p~w - 3(tp-l<p,0)2 

+ 2 <ptp-l[( tp-l<p,O),O - 4wtp,w<p,w), 

a = 4<p2Wtp-ltp,ww + 4<p2tp-ltp,w + 4<p<p,w + 2<ptp-l 

b = 4(w)!<p(tp-l<p 0) w' , , 

X [( tp-l <Po) ,0 - 4wtp,w<p.w), 

c = -4W<p2tp-ltp,ww + 8w<p<p,ww' (A5) 
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As we shall see shortly, X is a scalar; therefore, Ap is a 
tensor and the study of its algebraic structure is 
equivalent to the study of that of the Einstein tensor. 

First we determine the minimal equation of Ap, 
considered as a matrix, symbolized by A. If we 
define d = b2 - ac, it is easily proved that 

A3 - (a - C)A2 + dA = 0. (A6) 

Thus, the minimal equation of the matrix A is of order 
less than or equal to three, so that at least one double 
root must occur, in contrast to the general situation 
(see Table II) where the minimal equation may be of 
fourth order with no degeneracies. This is, of course, 
a result of the spherical symmetry. 

Further degeneration of the minimal equation 
occurs in two cases: when d = 0, then A obeys a 
minimal equation of second order, 

A2 - (a - c)A = 0; 

when b = 0, a = -c, then A obeys 

A2 - aA = 0, 

while d = a2 need not vanish. 

(A7a) 

(A7b) 

A little further algebra yields the eigenvalues of A, 
and consequently of G. These are 

G; = - X (the double root) 

G~ = -X + lea - c) + [!(a - C)2 - d]t, (A8) 

G~ = -X + tea - c) - [tea - C)2 - d]t. 

These facts enable us to give the algebraic classifica­
tion of the spherically symmetric Einstein tensors, 
which can have quite diversified structures, in contrast 
to the conformal curvature which has only two types, 
as we discussed earlier. 

When 

-d + Ha - C)2 = Ha + C)2 - b2 < 0, (A9) 

the eigenvalues G; and G~ are complex conjugates. 
The eigenspace belonging to the double eigenvalue 
G~ = - X must then be spanned on two spacelike 
eigenvectors. Hence, when (A9) holds, Gis ofthe type 
[Z-Z-2S[1_1_1]]. [Note that (A9) necessitates that 
d > 0, b =/= 0.] 

If 

-d + tea - C)2 = tea + C)2 - b2 > 0, (AIO) 

then the two eigenvalues G; and G~ are real and 
distinct. If d =/= 0, neither can coincide with G~. 
From this we infer that if (AlO) holds and d =/= 0, 
then G is of type [T-2Sc S2][1_1_1]. If 

-d + !(a - C)2 = 0, and d =/= 0, (All) 

then G~ = G~ ~ G~. Two subcases are possible here. 

Suppose first that b ~ 0. Together with d =/= 0, this 
rules out the possibility of a minimal equation of 
second order, (A7a). From this, one can infer that 
when (A.II) holds and b =/= 0, then G is of the type 
[2N-2S][2_11' with N = - X + tea - c) and S = - X, 
of course. 

The second possibility arises when b = 0. Together 
with (All), this implies that a = -c, and minimal 
Eq. (A7b) holds, and G is diagonalizable. Thus, if 
(3.11) holds and b = ° (or equivalently a = -c), 
then G is of type [2T-2S][1_1]' with T = -X + 
t(a - c) and S = -X. 

The next possibility of degeneration of the eigen­
values is the case when G~ coincides with either of 
G~ or G~, which remain distinct. Since it is easily 
seen that d = (G~ - GD(G~ - G~), this can only 
happen if d = 0. In that case, minimal Eq. (A.7a) 
applies; the two different eigenvalues are - X and 
-X + (a - c). From this we infer that when d = ° 
and (a - c) ~ 0, then G is either of type [3T-S][1_1], 
or type [T-3S][l-1]. 

The final possible degeneracy arises if d = 0, and 
a = c. Then G~ = - X becomes a quadruple eigen­
value of G. The minimal Eq. (A7a) then becomes 
(G + XI)2 = 0. Two subcases again arise. If b ~ 0, 
the matrix G + Xl is nilpotent of order two. It thus 
follows that if d = 0, a = c, b =/= 0, then G is of the 
type [4N][2]. If b = 0, G + Xl is nilpotent of order 
one, and consequently vanishes, so that the minimal 
equation is of first order. In this case, where d = 0, 
a = c, b = 0, G is of the type [411[1]. 

The results of the above discussion are summarized 
in Table V, which gives a table of all the possible 
algebraic types of a spherically symmetric Einstein 
tensor. 

APPENDIX B 

In this Appendix we shall give some useful formulas 
for various canonical forms of spherically symmetric 
metrics mentioned in·the text. 

The Einstein tensor of metric (4.9) with two double 
eigenvalues has already been given in Eq. (4.11). If we 
introduce the following null tetrad: 

nil = _ 1 (1 _ t\ ~Il + ~Il 
2 r) r U' 

1 1( 1) mil = /1- ~~ + ~()~: ' (Bl) 
"\12 r sm 

where /1' and nil are two real null vectors, and mil is a 
complex null vector, then /1' and nl' are the two double 
principal null vectors of the metric, and the only 
surviving physical component of the Weyl tensor with 
respect to this tetrad is ':Y2 in the Newman-Penrose 
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notation19 : 

'I'll == (-1I2r3
) + (fr/3rll) - (frr/l2r). (B2) 

The metric is then conformally flat if (B2) vanishes, 
which has as its most general solution 

1 - (fIr) == 1 + 2a(u)r + b(u)rll. (B3) 

The conformal factor for this class of metrics is easily 
found. Let 

r' 
(B4) r = , 

A(u) + B(u)r' 

where r' is a new variable, and A(u) and B(u) remain 
to be chosen [we assume only that A(u) #= 0). We now 
require that A(u) and B(u) be solutions to the equa­
tions 

A .. = A(B + a) and 2B .. == BIl + 20B + b, (B5) 

and then introduce a new variable u' = jA(u) duo 
If we invert this relationship to get u == u(u'), we can 
then rewritefA(u) and B(u) as functions ofu': 

For e == 0, this gives the representation of spaces of 
constant curvature (de Sitter spaces) in stereographic 
coordinates. 

In the case of one timeIike and three spacelike 
eigenvectors, we have used the metric (5.1); the 
Einstein and Riemann tensors for this metric may be 
found in Ref. 9. It is convenient to introduce the 
orthonormal tetrad adapted to the coordinates in this 
metric: 

oel' = e-«6b, lei' = e-'~r , 
1 

Iei' = (1IR)~:, ael' = -- ~. 
R sin 0 

(BlO) 

If we then define a null tetrad by I" == oe" + Ie", 

n" == Hoe" - le"), m" == ll.J2 (ae" + iae"), then again 
only '1'2 will be nonvanishing. Thus I" and n" are the 
double principal vectors of the Weyl tensor. 'I'll is 
given by 

A(u') = A [u(u')], $(u') == B[u(u'»). 
'1'2 = ! {e-IlCl

(_ Roo + RoCXo + Poo + P: 
(B6) 6 R R 

Substitution of these new variables u' and r' into 
metric (3.9) with f given by (B3), then shows that it 
takes the form, 

dsB == [A(u') + $(u')r')-2 

x [(du')1l + 2 du' dr' - (r')2 dw ll ], (B7) 

which is already the conformally flat representation 
of the metric in null coordinates. The arbitrariness in 
choice of constants of integration in (B5) and (B6) 
corresponds to the freedom of choice in the conformal 
factor due to the possible transformations within the 
conformal group.s 

If we make the Ansatz A = Ao w-B, where Ao is any 
nonzero constant, this implies that B = (-2w .. lw) -
a, and leads to the linear differential equation for w, 

w .... + H2o .. - aB + b)w = O. (BS) 

If a and b are constants, the integration is easily 
carried out, and the results may be expressed as 
follows. If we write a = -ell, b == (E/AB) + (eI12) 

(where e, E can take on the values l, 0, or -1), which 
can always be done, then the conformal factor 
becomes 

[ 
E" e 'J-2 

1 + --'I. u (u + 2r') + - r . 
(2A) I 

(B9) 

11 SeeE. T. Newman and R. Penrose,J. Math. Phys.3, S66(1962); 
and A. Janis and E. T. Newman, J. Math. Phys. 6, 902 (196S), for a 
discussion of the projection of the Riemann tensor onto a null 
tetrad, the definition of the five complex 'F's that result, and the 
relation between the 'F's and the Petrov type. When the-metric is 
type D, the use of the double principal null vectors always eliminates 
all components except 'F. = C"'pamJJIt'/pm". 

The tetrad components of the Einstein tensor with 
respect to the orthonormal tetrad (BlO) are given by 

G ) = e-2'(_ 2Rll _ R~ + 2R1Pl) 
(00 R Rl R 

+ e-IlCI(R~ + 2RoPo) + 1-
Rl R RIl ' 

G ) = _e-('+cz1(2R10 _ 2R1Po _ 2RO«l) 
(01 R R R' 

(Bl2) 

_ (X1Rl + P1Rl + Pl(Xl) 
R R 

- e-IlCI(RROO + Poo + P: + P~o - R~CXo - CXoPo). 
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The Einstein tensor for metric (5.7) with an expan­
sion-free timelike eigencongruence is given by 

o 22 3 1 3 
Go = -5R1R - 2RuR + 2 - 8 ' 

R R 

G: = G: = -4R~R2 - (3Rll + 3R;:RI)R8 

+ (R~l _ ROll) R' + .± . 
R~ Ro R6 

(B13) 

The Einstein tensor for metric (5.8) with a rigid 
timelike eigencongruence is given by 

(B14) 

We omit the Einstein tensor for the static metric 
(5.9), which may be found in Ref. 9, and any number 
of other texts. 

The Einstein tensor for metric (5.10) with a geodesic 

timelike eigencongruence is given by 

GIl = 2Roo + 3R~ 
R R2 ' 

GO = R~ + 2RIORo (B15) 
o R2 RR1' 

G2 = G3 = Roo + R100 + RoRlO . 
2 3 R RI RIR 

The Einstein tensor for metric (5.11) with a shear­
free nongeodesic eigencongruence is given by 

G1 = .!..(_ 2RIRoi + R~ + 1) + 3 
1 R2 RRo R2 ' 

GO = ~(_ 2Rll + R~ + 1) + 3 (B16) 
o R2 R R2 ' 

G2 = G3 = ~(_ ROll + 2RolRl _ R~) + 3. 
2 3 R2 Ro RoR R2 

The Einstein tensor for metric (5.12) with a shear­
free geodesic timelike eigencongruence is given by 

1 1 ( R~ 2 ) G1 = R2 1 - R2 + Ro + 2RooR , 

GO = ~(1 _ 2Rn + 3R2 + R2) (B17) 
o R2 R 0 l' 

G2 = G3 = ~(_ Rll + R~ + R2 + 2R v). 
2 3 R2 R R2 0 OO'~ 

We omit the Einstein tensor for the Robertson­
Walker metrics, which may also be found in in­
numerable textbooks. 
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This paper describes an abstract formalism for tensor analysis in Minkowski space which entails 
considerable notational simplicity and calculational advantages, as evidenced when compared with the 
usual component techniques. The need to express tensor equations in component form is eliminated, and 
manipulatIOns become formally the same as those in Euclidean space. The method is based on an 
extension to Minkowski space of the intrinsic concepts of vectors, differential operators, and polyadics 
in three-dimensional Euclidean space. Several examples from special relativity have been selected to 
illustrate the advantages of the formalism. In the first example, expressions in dyadic form for the Euler­
Lagrange equations and canonical energy-momentum tensor are obtained and specialized to the electro­
magnetic field. From the electromagnetic-field dyadic, invariants and other useful relations are derived 
easily and economically. The dyadic form of the field equations is also sho'wn to be particularly amenable 
for a derivation of the Dirac-like form of Maxwell's equations with the base elements of the Pauli 
algebra emerging in a most natural way. Further illustration of the practical utility of the· method is 
given by considering several properties of the restricted homogeneous Lorentz transformations. Various 
dyadic expressions for these are obtained, and a detailed derivation of their eigenvalues and eigenvectors 
is given. By combining some of the results from the discussions of Lorentz transformations and the 
Dirac-like form of Maxwell's equations, it is shown how an isomorphism between the three-dimensional 
complex orthogonal group and the Lorentz group can be established in a simpler and different manner 
from other approaches appearing in the literature. 

1. INTRODUCTION 

The use of intrinsic vector algebra (in which vectors 
and their operations are defined axiomatically) in 
Euclidean spaces is recognized in modern mathemati­
cal physics to result in considerable notational 
simplification and calculational advantages, in com­
parison to the old-fashioned component techniques. 
Likewise, the intrinsic representation of tensors by 
means of polyadics has similar advantages over the 
representation in terms of components. Many authors! 
discuss dyadics in three-dimensional Euclidean space, 
and some2 have applied them to various physical 
problems. On the other hand, in Minkowski space the 
component representation of tensors is used almost 
exclusively.3 Within the framework of the component 
method there are, however, some useful simplifications 
which eliminate the need to distinguish between 
covariant and contravariant components. One of these 

1 See, e.g., J. W. Gibbs and E. B. Wilson, Vector Analysis (Dover 
Publications, Inc., New York, 1960); A. P. Wills, Vector Analysis 
with an Introduction to Tensor Analysis (Dover Publications, Inc., 
New York, 1958); C. E. Weatherburn, Advanced Vector Analysis 
with Applications to Mathematical Physics (G. Bell and Sons, 
London, 1944); T. B. Drew, Handbook of Vector and Polyadic Analy­
sis (Reinhold Publishing Corporation, New York, 1961); L. BraT'\d, 
Vector and Tensor Analysis (John Wiley & Sons, Inc., New York, 
1947); P. M. Morse and H. Feshbach, Methods of Theoretical 
Physics (McGraw-Hill Book Company, Inc., New York, 1953). 

I S. Chapman and T. G. Cowling, The Mathematical Theory of 
Non-Uniform Gases (Cambridge University Press, Cambridge, 
1960). 

• However, vectors in flat Riemann spaces are sometimes repre­
sented intrinsically. See, e.g., A. Lichnerowicz, Elements of Tensor 
Calculus (Methuen and Company Ltd., London, 1962); D. E. 
Rutherford, Vector Methods (Oliver and Boyd, Edinburgh, 1954). 

is the introduction of the imaginary fourth component. 
Several objections to this approach are listed by 
Foldy,4 who suggests a system of notation based on a 
modification of the Einstein summation convention 
combined with a modified differentiation with respect 
to tensor components. 

The purpose of this paper is twofold: (i) to present 
a more abstract formalism based on an extension of 
the intrinsic concepts of vectors and tensors to 
Minkowski space, whereby manipulations become 
formally the same as those in Euclidean space, and 
the need to express tensor equations in the cumber­
some component form is eliminated; and (ii) to 
illustrate the advantages implicit in these techniques 
by applying them to some specific problems in special 
relativity. 

The discussion is divided into two main parts. The 
first part deals primarily with vector and dyadic 
algebra in Minkowski space. In addition a brief 
introduction to polyadics is given as well as some 
useful rules of differentiation. 

The second part is devoted to the various applica­
tions. First, the Euler-Lagrange field equations are 
derived in dyadic form from a variational principle and 
then applied to obtain the canonical energy-momen­
tum dyadic. These results are then specialized to the 
electromagnetic field leading to the dyadic form of 
the Maxwell field equations and the symmetric 
energy-momentum dyadic. By an alternate derivation 

• L. L. Foldy, J. Math. Phys. 6, 1871 (1965). 
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of these dyadic field equations, a form for the electro­
magnetic-field dyadic is obtained, which is then used 
to illustrate how easily the invariants of the field and 
other useful relations can be found. The dyadic form 
of the field equations is shown to be particularly 
amenable for a derivation of the Dirac-like form of 
Maxwell's equations5•6 with the base elements of the 
Pauli algebra emerging in a most natural way. Next 
the techniques are applied to prove several properties 
of homogeneous restricted Lorentz transformations. 
Explicit dyadic forms for these are derived and some 
familiar results are presented in an interesting manner. 
In addition, a detailed derivation is given of their 
eigenvectors and eigenvalues, which are then used 
for expressing the transformations explicitly in terms 
of the eigenvectors. Finally, the results obtained in 
the discussion of the Dirac~like form of Maxwell's 
equations are used to show how the isomorphism 
between the Lorentz group and the three dimensional 
complex orthogonal group can be established by a 
simpler and different approach than others appearing 
in the literature. 7.8 

2. INTRINSIC TENSOR FORMALISM IN 
MINKOWSKI SPACE 

A. Basic Definitions and Notation 

Let ~iL denote9 an orthonormal set of basis vectors 
of the Minkowski space .A(,4 which satisfies 

(1) 

where giLv is the metric 

giLv = 0 (ft ¥= v), 

gn = g22 = gaa = -goo = 1. (2) 

The reciprocal basis ~I", which satisfies 

(3) 

where be is the Kronecker delta (be = 1 for ft = v 
and be = 0 for ft ¥= v), is given by 

~k = ~k' 
~o = -~o. 

In addition, by defining 

giLV = el". eV, 

6 H. E. Moses, Nuovo Cimento SuppJ. 7,1 (1958). 
• J. S. Lomont, Phys. Rev. 111, 1710 (1958). 
7 B. Kur~unoglu, J. Math. Phys. 2, 22 (1961). 
8 A. J. Macfarlane, J. Math. Phys. 3,1116 (1962). 

(4) 

(5) 

• In the following discussion we use underlined boldface type to 
denote four-vectors in Minkowski space in order to distinguish them 
from vectors in Euclidean space (for which the conventional boldface 
roman type is used). Latin indices will take on the values 1,2, 3, and 
Greek indices will take on the values 0, 1, 2, 3. Unless otherwise 
stated, the summation convention will apply to repeated indices in 
any expression. 

it follows that 
gl"V = gw (6) 

In terms of this basis any four-vector ~ (i.e., a vector 
in .A(,4) can be written as 

a = al"e = a el" _ -iL iL-' (7) 

where al" and aiL are the contravariant and covariant 
components of ~, respectively. It is easiJ~T seen that 

al"=~·~, 

aiL = ~iL'~' 
(8) 

The rules for raising and lowering indices are derived 
as follows: 

al" = ~I" • ~ = ~iL. (av~V) = ~ . . fav = gl"Vav ' 

al" = ~iL • !! = ~iL • (aV~v) = ~I" • ~vav = giLvav. (9) 

In view of the above results the product ~ • !! can be 
written in terms of components in the alternate forms: 

~. !! = (al"~iL)' (bV~v) = ~I" • ~vaiLbv = giLval"bV 

= avbv = al"bw (10) 

Since the vectors ~k span a three-dimensional 
Euclidean subspace Sa of .A(,4, any four-vector can be 
expressed as the sum of a vector in Sa and a vector 
along ~o' In particular, the four-vector !, which 
locates an event with position r E Sa and time t in a 
given reference frame, can be written as 

where 

and 

(11) 

(12) 

(13) 

We now derive an expression for the four-gradient 
operator 0 defined by the infinitesimal relation 

(14) 

where I(!) is an arbitrary function of the four-vector 
! and d! is an arbitrary infinitesimal change in !. 
First observe that I can be regarded as a function of 
the components xl" and, therefore, it must also be 
true that 

where 

o 0=­
iL - oxl" 

(15) 

Substitution of dXiL = dx • ~I" into this equation gives 

df = d! • ~I"0l"f. (16) 

Since d! and I are arbitrary, comparison of the Eqs. 
(14) and (16) shows that 

o =el"o - iL' (17a) 
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which can also be written as (2) The vector of a dyadic A in Ba (i.e., a" b, E 88): 

0= V + !oOo = V - !oOo, (17b) 

where V is the usual gradient operator in three 
dimensions 

V = !"O" = ;0". (17c) 

B. Summary of Dyadic Algebra 

Here we review some of the basic definitions and 
operations of dyadic algebra10 in the space .A(". 

First recall that a dyad is a tensor product of two 
four-vectors! and ~, and is denoted by placing them 
in juxtaposition: 

abo 

A sum of dyads constitutes a dyadic: 

" A = I!I!!" (18) 
'=1 

Two "dot" products of a dyadic A with a vector ! 
can be formed according as ! appears as the prefactor 
or the postfactor in the operation. Thus we have, 
respectively, 

l' &' 

Y = ! . A = ! . I !J!I = I (! . !/)!!I , (19a) 
- 1-1 1-1 

and 
I' " 

! = A.! = I(!J!,)'! = I!'~/'!}' (19b) 
1-1 '~1 

It should be noted that the four-vectors y and z are, 
in general, different. Two dyadics A and B are regarded 
as equal if 

A·x= B·x - -
for all four-vectors !. From this definition of equality 
follows the uniqueness of the operations of addition 
of dyadics and of multiplication of dyadics by scalars. 

Furthermore, the following distributive and asso­
ciative laws hold for the above tensor and "dot" 
products: 

(i) A. <! + l) = A • ! + A • l' 
<! + l) . A = ! . A + l' A; 

(ii) !!~ +~) = ab + ac, ~ +~! = ba +~; (20) 
(iii) A· (I,!) = )'(A • !), (),!>. A = ),<! • A); 

(iv) (),!)~ = !(),!!) = ),(ab). 

Some additional operations are: 

(I) The scalar of A, denoted by A" is defined as 

(21) 

Ax = (Ia,b/) = Ia, x b,. (22) 
, x I 

(3) The transpose of A (denoted by either A or AT): 

A == AT = (I !/!!/) = I ~M,. (23) 
I T I 

(4) The "dot" product of A with another dyadic 
B = I" !!k!", which yields a new dyadic: 

C = A. B = (t !/!!') • (t !,,!,,) = t t ~I' !!k)!/!k. 

(24) 

(5) "Cross" products of a vector and a dyadic both 
in 88 (for a" bl> v E Ba): 

A x v = (t alb,) x v = t al(bl x v), (25a) 

v x A = v x (ta,b,) = t(v x a,)b,. (25b) 

(6) "Double dot" product of two dyadics: 

A: B = (t !I!!I) : (t !!Ie!,,) = t t (!I' !!J~/·!k)· 
(26) 

(7) Exterior productll of two four-vectors! and ~: 

a II b = ab - ba. (27) 

A dyadic A is said to be symmetric if 

A=A, 
and to be antisymmetric if 

A= -A. 

(28a) 

(28b) 

Making use of the previous definitions we obtain 
the useful relations 

A : B = (A. B), = (A. B)" 

! • A = A • !, A.! = ! • A, 

b II a = -a lib. 

Antisymmetry of! II ~: 

(!! II !!)T = ~ II ! = -! II ~. 

(29) 

(30) 

(31) 

(32) 

The covariant and contravariant components of a 
dyadic A with respect to the basis ~ are obtained 
as follows: 

AI'V = (~"!V): A = ~I" A. ~y, 
AI'Y = (£"~V): A = ~ • A. ~y. 

(33) 

10 Dyadics will be denoted by sans serif type, while boldface 
Greek capitals are used for the few higher-order polyadics which 11 For example, see Lichnerowicz, Ref. 3; also H. Flanders, 
appear in the text. Differential Forms (Academic Press Inc., New York, 1963). 
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Likewise the mixed components are given by 

A" = (e"e ): A = e" • A • e v _ -v _ _v, 

A,.' = (~Il.f):A =~,,' A· f. (34) 

In terms of these components the dyadic A can be 
expressed in the alternate ways: 

A = AIlV~/l~V = A/lV~Il~V = All V~/l~v = A/~/l~v' (35) 

Examples of some of the operations written in terms 
of the components are 

(A. !)/l = ~/l. (A.~) =!'" A. (fxv) = A/lVxv, 

(A. ~y = A/lVgVAx\ 

(A. B)/lV = A/lAB/ = A/lAgAyBYV, 

A: B = A/lVE/lv = A/lvB/lV, 

As = A/ = g/lVAIlV, 

c.n/lV = AV/l. 

(36) 

By the last equation it is evident that a dyadic A is 
symmetric if 

AV" = A/lV' 
and anti symmetric if 

AV/l = -All" 

(37a) 

(37b) 

The unit dyadic (or identity dyadic) 14 is a unique 
dyadic satisfying 

! = 14 ·! = ! . 14 (38) 

for all four-vectors !. It may be expressed as 

14 = ~/l~/l = ~/l!t = ~~k - ~o~o = Is - ~o~o, (39a) 

where Is is the unit dyadic in 6s: 

(39b) 
which satisfies 

!o • Is = Is • ~o = 0 (39c) 
and 

r = Is' r = r . Is (39d) 

for an arbitrary vector r E 6s. The ~o component of a 
four-vector is annihilated by Is: 

! . Is = Is' ! = Is' (r + XO~o) = Is' r = r. (40a) 

Thus 13 is a projection operator onto 63 , Similarly 13 
annihilates the ~o component of the 0 operator: 

0.13 = Is' 0 = Is' (V + ~Ooo) = Is' V = V. (40b) 

sequel. First we show that the dyadics a x 13 and 
13 x a are equal. A compact proof is 

a x Is = 13 , (a x 13) = (Is x a) • Is = Is x a. (43) 

In order to make this calculation more transparent, 
we write Eq. (43) with Is = ~k~k' Hence 

a x ~k~k = ~!~! • (a x ~k~k) 

= (~!~! X a). ~k~k = ~!~! X a. 

This shows explicitly that the second step is simply 
an interchange of the dot and cross in the vector triple 
product ~! • a x ~k' 

The "dot" products of ax Is with a vector bare 
obtained as follows: 

b· (a x 13) = (b x a) • 13 = b x a, 

(a x Is) • b = a x (Is' b) = a x b. (44) 

Also, we have 

The dyadic a x Is is antisymmetric, as can be seen 
from 

(a x 13h = (a x ~k~k)T = ~ka x ~k' 

= -~k~k X a = -13 x a = -a x 13, (46) 

We now make use of the above results to derive 
the most general form for an antisymmetric dyadic G 
in .A(,4' To this end note that 

G = (13 - ~o~o) • G • (13 - ~o~o) = C + ~o A b, 

where we have used the anti symmetry of G to write 

~o' G· ~o = 0, 

b = 13 , G . ~o = G· ~o = -~o' G, 

C = 13 , G • Is = - C. 
Since 13 is the projection operator into 63, it is evident 
that b E 6s and the dyadic C is composed of vectors 
in 63 , Moreover, from the antisymmetry of C we have 
that 

C = HC - C) = HC - C) . ~k~k 
= HC • ~k - ~k • C)~k 

= -lCx X ~k~k = -lCx X 13 , 

Note that the unit dyadics are symmetric: 

14 = 14, 13 = Is, 
and that 

where use has been made of the operation defined by 
(41) Eq. (22). Introducing the vector in 6s dual to C by 

(42) 

We now discuss some of the properties of the 
dyadic a x Is which will be used extensively in the 

we finally have 

G = -a x 13 + ~o A b. (47a) 
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It is interesting to observe that the above result 
written in terms of components yields 

(47b) 

where 
(48) 

are the six generators of the infinitesimal Lorentz 
transformations.12 

Associated to any antisymmetric dyadic G there is 
another useful dyadic *G, called the dual of G. For 
the purpose of defining *G we digress briefly and 
introduce the concept of polyadics. 

A polyad of order n is defined as a tensor product 
of n four-vectors. A polyadic of order n is then defined 
as a sum of polyads of order n. For example, a 
polyadic of order 4 can be written as follows: 

k' 

W = I ~,jkfkgk' 
k=l -

The "double dot" product of W with a dyadic 
A = !l:l !z!!z is defined as 

w:A = (t~~k!k~k»): (t!!z~z) 
= I! £k~(fk • ~Z)(gk • !!z)· (49) k z 

As a generalization of Eq. (27), we define the "exterior 
product" of four vectors ~, ~, !, and ~ to be their 
anti symmetrized tensor product, and it is denoted by 

~ 1\ ~ I\! A ~. 
In particular, the exterior product of the basic 
vectors !/l is 

f 1\ 1\ - /lV;'O /l v .I. ,) = ~l 1\ ~2 ~3 ~o = E ~/l~v~;'~o = -E/lv;'oe ~ ~ ~ , 
(50) 

where E/lv;'o is the conventional Levi-Civita symbol 
defined by 

+ 1 if p.v)jj is an even permuta­
tion of 1230, 

-1 if p.v Ab is an odd permutation 
of 1230, 

o if two or more of the indices 
p.vAb are equal. 

(51) 

f is the only independent totally antisymmetric 
tetradic; thus any other one is proportional to it, e.g., 

~ 1\ ~ 1\ f 1\ g = c/ld1.1.ga~/l1\ ~v/\ ~.l.I\~, 

= c/ld1.1.glJE/lV.I.IJ~ 1\ ~2 1\ ~3 1\ ~D' 
= c/ld1;'g'JE/l V.l.lJ f . (52) 

11 s. s. Schweber, An Introduction to Relativistic Quantum Field 
Theory (Rowand Peterson, Evanston, Illinois, 1961), p. 40. 

Making use of f, we now define the dual *G by 

*G = if:G. (53) 

Furthermore, in Appendix A we show that 

*C!o 1\ b) = -b X 13 
and 

*(a x 13) = !o 1\ a. 
Pence, if 

G = -a x 13 + ~o 1\ b, 
then 

*G = -b x 13 - ~o 1\ a (54) 
and 

* *G = *( *G) = a x 13 - ~o 1\ b = - G. (55) 

1.3. Rules of Differentiation 

To conclude this section, we review briefly some 
useful differential operations in ..A(" involving dyadics. 

(1) The four-gradient of a four-vector function 
!(!) is the dyadic: 

(56) 

(2) The four-gradient of a dyadic function A(!) = !z !z(!)~z(!) is the triadic: 

OA = ~/l ! (a/l!z)~, + ~ ! ~z(a~/)' (57) 
Z I 

(3) The four-divergence of a dyadic function A<!), 
obtained by contraction of the previous result, is the 
four-vector: 

O· A =! (D· !z)~z + ! (!!z' O)~I' (58) 
I Z 

(4) The partial four-gradient with respect to .!! of a 
function feu, v, ... ,) of the four-vector u and other 
quantities can be defined as a simple generalization 
of Eq. (14), and will be equivalently denoted by OJ 
mM~ -

(5) The partial derivative with respect to a dyadic 
a/laA, where/(A,' .. ,) is a function of the dyadic A 
and other quantities, is a dyadic defined by the 
infinitesimal relation 

d/= /(A + dA, .•. ,) - /(A, ... ,) = dA:ajlaA 

(59a) 

with all other independent variables kept fixed. 
Observing that / can be regarded as a function of 

the components A/l', .•. , we can alternatively write 

dlf = dA/lV af = (dA :e/leV
) af = dA: (e/leY a

f
) 

aA/lV - - oA/lV - - oA/lV ' 

(59b) 

which, by comparison with Eq. (59a), yields 

of = eIleV of • (60) 
oA - - oA/lV 
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Making use of the above defined operations, we 
obtain the identities 

o . (A • B) = (0 • A) • B + (fi.. • D) • B 

= (D· A). B + A:(OB), 

O(A:B) = (OA):B + (OB):A, 

OU of of 
Of(!!(!» = o~ . O!! :;: (o!!) • O!! ' 

Of(A(!» = ~: : :~ :;: (OA) : :~ . 

(61) 

(62) 

(63) 

(64) 

3. APPLICATIONS TO SPECIAL RELATIVITY 

As an illustration of the operations developed in 
the preceding section, we first derive the Euler­
Lagrange equations and the canonical energy­
momentum tensor in dyadic form for an arbitrary 
four-vector field. The advantages of the four-vector 
and dyadic techniques over the usual tensor formalism 
will be further demonstrated by considering applica­
tions to some specific topics regarding electromagnetic 
fields and Lorentz transformations. 

A. Euler-Lagrange Equations and Canonical 
Energy-Momentum Tensor 

Consider a Lagrangian density of the form q'l), 
0'1), !), where 'I)(!) is an arbitrary four-vector field. 
The Euler-Lagrange equations are then obtained 
by the usual requirement that the action integral 

1= Lr.d4
x 

be stationary for arbitrary variations Cl'l) such that 
Cl'l) = 0 on the surface bounding the four-dimensional 
region of integration n. Thus 

o = M = Cl r r.d4x .In 
= r [Cl'l) • or. + Cl(O'l) : ~J d4x, In 0'1) 00'1) 

where Cl(O'l) = OCl'l). Integration by parts yields 

and since Cl'l) is arbitrary, the above equation implies 
the Euler-Lagrange equations 

or. ( or. ) 
0'1) - O· 0(0'1) = O. (65) 

To obtain a defining equation for the canonical 

energy-momentum tensor, 13 we take the total gradient 
dr.ldx of the Lagrangian: 

dr. or. or. or. - == Dr. = (0'1)'- + (00'1) :-- + -, (66a) 
d! 0'1) 0(0'1) O! 

which, after substitution from Eq. (65), becomes 

Dr. = 0'1)' 0·-- +(00'1):--+-(
or. ) or. or. 

0(0'1) 0(0'1) O! 

= 0'-- '0'1)+--:(00'1)+-. (
or. ) r-.J or. r-.J oC 

0(0'1) 0(0'1) O:?f 

(66b) 
Moreover, making use of Eq. (61) gives 

, or. 
O·T =-ox' (67) 

where 

(68) 

is the canonical energy-momentum tensor. 
In particular, the appropriate Lagrangian density 

for the derivation of the electromagnetic field equa­
tions is 

C = -(167T)-lF: F + (l/e):]..~, (69) 
where 

~ = A + IP!o (70) 

is the four-vector potential, 

:]. = j + ep~o (71) 

is the four-vector current source, and 
r-.J 

F = 0 1\ ! :;: O~ - O! (72) 

is the electromagnetic field dyadic. In this case, from 
Eqs. (60) and (72), we have 

oC 1 0 1 of 
47T-- = - --- (F:F) = - - --:F 

0(0~) 4 0(0~) 2 0(0~) 

and 

= - 1 [_0 - (0 1\ A)] : F 
2 0(0~) -

= -[-O-OAJ:F = -F (73) 
0(0~) - , 

or. 1 0 1 - = - - (J . A) = - J. oA C oA - - C-
(74) 

13 For a comparison of the dyadic forms obtained below with 
their corresponding component representations see, for example, 
L. D. Landau and E. M. Lifshitz, The Classical Theory of Fields 
(Pergamon Press, Ltd., Oxford, England, 1962), Chap. 4; V. Fock, 
The Theory of Space, Time and Gravitation (Pergamon Press, Ltd., 
Oxford, England, 1964), Chap. 2. Also see Ref. 12, Sec. 7d. 
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Inserting these results into the Euler-Lagrange equa­
tions 

O£ -D, (~) =0 
o! 0(0!) 

yields the Maxwell equations 

O· F = -(41rjc)~ (75) 
in dyadic form. 

Equation (68) for the canonical energy-momentum 
tensor becomes 

O£ ,....; 
T' = --. . OA - 1:1, 

oeD!) -

= - ...!.. F • OA + _1_ F: FI, - 1 J • AI, , (76) 
411' - 1611' C - -

and substituting into Eq. (67) results in 
,....; 

(41r)-10' (-F. OA + IF:FIJ 

= c-1 [O(~ • !) - (O~ • !]. 
In order to symmetrize the term on the left-hand side 
of the above expression, we add to both sides the 
quantity (411')-10' (F. O!), whereby 

(41r)-10' (F. F + IF:FIJ 

= c-1(0! • ~ + (41r)-10 • (F. O!) 

= c-1(0!' ~ + (41r)-1[(0' F). O! 

- (F. D)· O!] 
,....; 

= C-1[0!'~ - O!.~], 

and write the derivatives in terms of the 0 operator: 

V x H = (0 • Is) x H = O· (Is x H) ::= O· (H x Is), 

(80) 
10E oE 

---= -- = -~o'OE= -O'~oE), 
C ot oxo 

V • E = (0 • Is) • E = 0 • (Is' E) = 0 • E. 

Substitution of (80) and (81) into (79a) gives 

o . H X Is - 0 • ~oE = (41rjc)j, 

(81) 

(82) 

(83) 

and multiplication of (79b) on the right-hand side by 
.!o results in 

O· E!o = 41r~o. (84) 

Addition of Eqs. (83) and (84) and multiplication by 
(-1) yields, finally, 

O· F = -(41rjc)!., 
where 

F = -H X Is + !o A E (85) 

is the alternate dyadic form of the electromagnetic 
field tensor. 

By applying the same procedure to the second pair 
of Maxwell equations 

we obtain 

V x E + 1 oH = 0, V. H = 0, 
c ot 
O· *F = 0, (86) 

(41r)-10' (F. F + IF:FIJ = c-1F.~. 
i.e., 

(77) where, in accordance with Eqs. (A3) and (A4) 

The dyadic 
T = (41r)-I(F. F + IF:FIJ (78) 

is the well-known symmetric energy-momentum 
tensor for the electromagnetic field. The quantity 
(ljc)F • ~ is the four-force per unit proper volume, 
also known as the Lorentz force density. 

B. Dyadic Form of Maxwell Field Equations 

Equation (75) for the dyadic form of the Maxwell 
source equations was derived by postulating a Lagran­
gian density and by making use of the Euler-Lagrange 
equations (65). Here we present an alternate and 
straightforward procedure for obtaining the field 
equations in dyadic form. The electromagnetic field 
dyadic F will be expressed directly in terms of the 
electric and magnetic field variables E and H, a form 
which in some cases is more convenient for calcula­
tional purposes. 

We consider first the two Maxwell source equations 

10E 411'. V x H - - - = - J, V· E = 411'p, (79a, b) 
c ot c 

*F = - E X Is - .!o A H (87) 

is the dual of F. 
The usual covariant tensor form of Eq. (75) can 

be obtained simply by taking the dot product of both 
sides with eJ': 

(~Vov)· F.!" = -(411'/c~,!", 

or, from the antisymmetry of F, 

ovF"v = (411'/c)J". (75') 

Similarly, from Eq. (86) it follows that 

0/ F"V = O. (861) 

The components F"V are given by 

_FkO = POk = eO. F. ek 
- -

= ~o • (-H X Is + !o A E) • ~ 

= !o . !oE . ~ = Ek, 

Fkl = ek • F • e' = _ek • H x el 
- - - -

= !k X ~I • !mHm = EklmHm , 

POO = fl' F • !o = O. 
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The corresponding components of *F are obtained 
by replacing E by - Hand H by E in the above 
equations. 

The basic simplicity and typographic economy of 
the dyadic forms, Eqs. (75), (85), (86), and (87), are 
evident when compared with their corresponding 
component equations. The situation is analogous to 
the familiar economy of vector expressions in contrast 
to their component forms. In addition to its aesthetic 
appeal, the dyadic formalism entails considerable 
calculational advantages, as will be demonstrated in 
the following discussions. 

C. Invariants of the Electromagnetic Field 

The two invariants of the field under proper 
Lorentz transformations can be easily derived as 
special cases of the "double dot" product G: G' of 
the arbitrary antisymmetric dyadics 

G = -a x Is + ~o " b, (88a) 

G' = -a' x 13 + !:o " b'. (88b) 

First, recalling Eq. (29) and using the antisymmetry of 
G, we have 

Note that the substitution G = G' = *F results in 

*F:*F = -F:F. 

Hence there are only two independent invariants. 
From the symmetric energy-momentum dyadic T 

given in Eq. (78) we can obtain another interesting 
quantity1' T:T which is a linear combination of the 
two above derived invariants. To this end note that 

T:T=(T.T), (93) 
and 

T· T = (411)-2[(l8)(F:F)21, 

+ t(F: F)F • F + F. F • F • F]. (94) 

Furthermore, by specializing the result in Eq. (90), 
we have 

Hence 

F • F = HH + EE - H21s - E x H~o 

- ~oE x H - £2~O~O' 

*F • F* = EE + HH - £213 - E x H~o 

- ~oE x H - H2~o~o, 

F· *F = -E· HI, = -iF:*FI,. 

F • F = *F • *F - iF: FI, (95) 
G:G' = (G. G'). = -(G. G') •. (89a) and 

Furthermore, 

G • G' = (-a x Is + ~o " b) • (-a' x Is + !o" b'), 

= a x (a' x 13) + a x b'~o - ~ob x a' 

+ (~o " b) • ~o " b') 
= a'a . 13 - a • a'13 + a x b'~o - ~ob x a' 

- ~o· ~obb' - b· b'~o!o 
= a' a + bb' - a • a'is + a x b' ~o 

- ~ob x a' - b· b'~o!o. (90) 

Consequently, 

G:G' = -a'· a - b· b' + a· a'(13), - a x b'· ~o 

+ !;o' b x a' + b· b'~o' ~o 
= -a' • a - b • b' + 3a . a' - b • b' 

= 2(a • a' - b • b'). (89b) 

F • F • F • F = F· F • (*F • *F - IF: FIJ 

= -HF:*F)F. *F - t(F:F)F. F 

= 6\)(F: *F)21, - t(F: F)F • F. (96) 

Substituting this last result into Eq. (94) yields 

T. T = (161T)-2[(F:F)2 + (F:*F)2]1" (97) 

and, by Eq. (93), 

T:T = (81T)-2[(F:F)2 + (F:*F)2]. (98) 

By combining Eqs. (97) and (98), we have the identity 

T· T = !(T:T)I,. (99) 

The invariant T: T can be used to obtain a covariant 
representation of the energy and momentum properties 
of the electromagnetic field. For this purpose, let !! 
be a unit time-like four-vector, i.e., 

In particular, setting G = G' = F (i.e., b = b' = E !! . !! = -1. 
and a = a' = H), gives the first invariant quantity We can then write 

F:F = 2(H2 - £2). (91) 

The second invariant is obtained by setting G = F 
and G' = *F (i.e., b = E, a = H, b' = -H, and 
a' = E). 

Thus 

F: *F = 2(H • E + E • H) = 4E • H. (92) 

_(2C)-2T:T = (2C)-2(T:T)!!.!! = (2c)-2(T:T)I,:nn 

= c-2(T. T):nn 

= C-2!! . T. T • !! = ~ . ~, (100) 
where 

~ = (l/c)T • !!. (101) 

U H. S. Ruse, Proc. London Math. Soc. 41, 302 (1936). 
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In the particular Lorentz frame where !! = ~o, p 
reduces to 

~ = (l/c)T. ~o, 

which is the usual four-momentum density of the 
electromagnetic field. 

D. Dirac Form of Maxwell's Equations 

Here we show how a Dirac-like equation for the 
electromagnetic field can be derived from the dyadic 
form of Maxwell's equations (75) and (86). The 
procedure is more concise and direct than other 
approaches given in the literature, with the base 
elements of the Pauli algebra emerging naturally in 
the form of dyadics. 

We begin by multiplying Eq. (86) by i and sub­
tracting from Eq. (75). This results in 

o . G = -(47T/C)J, (102) 
where 

G = F - i *F = i(Z x la - i~o A Z) (103a) 
and 

Lorentz transformations 

X' = L • x (= L" e eY 
• x) _ _ V-JL=. _, 

which, by definition, satisfy the conditions: 
I I (..) 

~ . ~ = ~ . ~, mvanance 

LO
o ~ 1, (orthochronicity) 

det (U'v) = + 1. 

From Eq. (1 lOa) it immediately follows that 

'[ • L = L. '[ = 14 , 

(109) 

(110a) 

(HOb) 

(11Oc) 

(111) 

To derive explicitly the pure Lorentz transforma­
tion Lo connecting two inertial frames Sand S', where 
S' is moving with velocity v relative to S, consider a 
point P at rest in S', which, therefore, moves along 
the world line in the direction of eo. This point is 
seen by an observer in S as moving with velocity v, 
and consequently its world line is along the direction 

(112) 
Z = E + iH. (104) where 

! = Y(!o + vic), 

Y = (1 - v2jc2)-l, 

and f has been normalized to make 
Since!o' Z = 0, the dyadic G can be expressed as 

G = (ila x la + ~013 - ~k~O~k) • Z 

= [i13 X la + !014 - ~k(!O A !k)] • Z, (103b) 

and Eq. (102) becomes 

O· E· Z = -(47T/C)J, (105) 
where 

f·f=-l. 

The four-vectors !o and ! must be related by the 
Lorentz transformation Lo according to 

(113) 

E = ila x la + ~014 - ~k(!:O A ~k) 

is a triadic. Note that 

(106) where the sign on the right-hand side has been selected 
so that the orthochronicity condition be satisfied, i.e., 

!o. E = 14 , 

!k. E = i~k X la - ~o A ~k = - ~ EklmMUml - M(Okl' 

(107) 

where the M(IlY) were introduced in Eq. (48) as the 
generators of the infinitesimal Lorentz transforma­
tions. The four dyadics !' . E follow the Pauli algebra, 
with ~o. E being the identity and '};k. E satisfying 
the relations 

(~k • E) • ('};! • E) = -,};Z'};k + '};k • ,};,la + i'};k x !z'};o 

- i~O!k x ~l - ~k • '};,'};o'};o + '};k'};l 

= i[i('};k x !z) X 13 - '};II A (!k x !l)] 

+ !:k • !:l', 
= iEkzm!m • E + elk!I,. (108) 

E. Lorentz Transfolmations 

We now apply the techniques of Sec. 2 to the study 
of some properties of the restricted homogeneous 

sign ('};o • Lo .!) = sign (!:o • D· 
Moreover, since in this case the ~O, v plane remains 
invariant, there is a unit four-vector! in the plane 
such that 

Lo • ! = v. (114) 

To find w use is made of the invariance of the inner 
product 

o = !o • v = ! . [0' Lo • ! = ! . !, (115) 

i.e., !! will be orthogonal to ! and is found, by inspec­
tion, to be 

w = y[v + (vJc)eo]. - - (116) 

The sign in the above equation has been chosen so that 

lim !!(v) = v 
,,-+0 

in order to satisfy the determinantal condition Eq. 
(llOc). Also, since Lo will act as the identity in the 
plane perpendicular to the ~o, v plane, two unit and 
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mutually orthogonal vectors i1 and i2 in this plane 
will remain invariant, i.e., 

Lo • i1 = iI, 
Lo' i2 = i2. (117) 

Thus we have four linearly independent vectors which, 
by making use of Eqs. (113) and (114), can be used to 
express Lo as 

Lo = i1i1 + i2i2 + V! - ~o! = 13 - VV - ~o! + V!. 
(118a) 

Alternatively, by substituting Eqs. (112) and (116) 
into the preceding expression yields 

Lo = 13 - VV - Y[~o~o + (v/c)~ov] + y[vv + (v/c)v~o] 
= (14 - VV + ~o~o) + (vv - ~o~) cosh qJ 

+ v 1\ ~o sinh qJ, (118b) 
where the identification 

cosh qJ = y, sinh qJ = y(v/c) 

has been made. Furthermore, since15 

(v 1\ ~O)2k = VV - ~o~o, k = 1,2, ... , 
and 

k = 0, 1,2,'" , 

we can rewrite Eq. (118b) in the exponential form 

Lo = 14 - (vv - ~o~o)(I - cosh qJ) + v 1\ ~o sinh qJ 

= cosh (qJv 1\ ~o) + sinh (qJv 1\ ~o) 

= exp (-qJ~o 1\ v). (118c) 

Similarly, for a pure rotation it can be easily 
verified that 

LR = ftft - ~o~o + (13 - 00) cos n - (0 x 13) sin n, 

(119a) 

where 0 is a unit vector along the direction of rotation 
of the reference frame and n is the angle of rotation. 
By observing that 

(0 x I )2k - (_I)k(1 - ftft) k = 1 2 ... 3 - 3 , ", 

and 

(0 x 13)2k+I = (-I)ko X 13, k = 0,1,2,"', 

Eq. (119a) can be written, in analogy to Eq. (118c), 
in the exponential form 

(119b) 

Equations (118c) and (119b) are particular cases of 
Lorentz transformations expressed as exponentials 

15 The kth power of a dyadic will be defined by 

(A)k == A . CAlk-I, and CA)O = I,. 

of an antisymmetric dyadic of a special form. Clearly 
the more general form 

L = exp (a x 13 + ~o 1\ b), (120) 

where the exponent is an arbitrary anti symmetric 
dyadic, is also a Lorentz transformation. It will be 
shown later that any restricted homogeneous Lorentz 
transformation can be expressed in this way. Presently 
we shall consider the problem of expanding Eq. (120) 
into an explicit dyadic. For this purpose first note 
that, for arbitrary q and q', 

(q X 13 - i~o 1\ q) • (q' X 13 + i~o 1\ q') 

= qq' + q'q - q. q'13 - iq x q'~o 

- i~oq x q' - q • q'~o~o 

= (q' X 13 + i~o 1\ q') • (q X 13 - i~o 1\ q), 
• 16 l.e., 

[q X 13 - i~o 1\ q, q' X 13 + i~o 1\ q'] = O. (121) 

Therefore, by writing 

a x 13 + ~o 1\ b = Q + Q*, 

where Q and Q* commute and are defined by 

Q = p X 13 - i~o 1\ P 
and 

p =!(a + ib), 

the exponential in Eq. (120) can be separated as 

(122) 

(123) 

(124) 

L = exp (Q + Q*) = exp Q. exp Q*. (125) 

The preceding step has the particular advantage 
that the resulting exponentials can be easily expanded 
by making use of the relations 

Q21c = (-I)~2kI4' k = 0, 1,"', 
and 

Q2k+I = (-1 )kp2kQ, k = 0, I, ... , 
where 

p = (p . p)! = iCa 2 
- b2 + 2ia . b)! = pei8, 

p = HCa2 
- b2)2 + 4(a • b)2]t, 

() = 2 tan 2 2' 
.1 -1 ( 2a· b ) 

a - b 
Thus 

exp Q = 14 cos P + Qp-l sinp, 

and similarly, 

(126a) 

exp Q* = 14 cos p* + Q*(P*)-l sin p*. (126b) 

Note that in the special case p = 0, Eqs. (126a) and 

16 The commutator of two dyadics is defined by 
[A, B] == A . B - B • A. 
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(126b) are to be understood in the limiting sense as 
P --0, i.e., 

exp Q/",=o = lim exp Q = I, + Q, 
","'0 

exp Q*/",=o = lim exp Q* = 14 + Q*. (127) 
"'· ... 0 

Substitution of Eqs. (126a) and (126b) into (125) 
finally results in the following explicit dyadic form 
for L: 

L = 14 cos P cos P* + Qp-1 sin P cos P* 
+ Q*(p*)-l sin P* cos P 
+ Q . Q*(Pp*)-l sin P sin P* 

= I, cos P cos P* + [Pp-1 sin p cos p* 
+ p*(P*)-l sin p* cos p] X 13 

- i~o A [Pp-1 sin p cos p* - p*(P*)-l sin p* cos p] 

+ [P*P + PP* - p. P*(I3 + ~o~o) 
- ip x P*~o - i~op X p*](Pp*)-l sin p sin p*. 

(128) 

Although the above expression is exhibited in terms 
of complex quantities, it is evident, from its form, 
that it is real. 

Making use of some of the previous results it 
becomes rather straightforward to prove that an 
arbitrary restricted homogeneous Lorentz transfor­
mation can be written in the form of Eq. (120). As a 
first step we observe that L can be expressed as 

L = Lo' LR = exp (-~o A t). exp (-n x Is). (129) 

(A simple proof of this statement is given in Appendix 
B.) Moreover, since Eq. (129) is a special case of the 
more general form 

L = exp (a1 x 13 + ~o A b1) • exp (a2 x Is + ~o A b2), 

we consider the latter. Following Eq. (125) we write 

L = exp (Q1 + Qi) . exp (Qa + Q:) 

= exp Q1 • exp Q2 • exp Qi . exp Q: , (130) 

where Q1' QI' PI' and P2 are defined in analogy to 
Eqs. (123) and (124) as 

Q1 = PI X 13 - i~o A PI , 
and 

QI = P2 X Is - i~o A P2 , 

PI = }(a1 + ib1), and P2 = Hag + ibJ. 

To complete the proof it is sufficient to show that 

exp Q1 • exp Q2 

can be written in the form T exp Q with 

Q = P X 13 - i~o A p, 

and T equal to either 1 or -1. Equation (126a) is 
used to expand exp Q1 • exp Q2 as 

exp Q1 • exp Q2 = (I, cos PI + QIPll sin PI) 

• (14 cos Pa + Q2p;1 sin P2) 

= I,s + t X Is - i~o A t, (131) 
where 

8 = cos Pt cos P2 - PI • P2(PtP2)-1 sin Pt sin P2 (132) 

and 

t = PI (PJ-1 sin PI cos Ps + Pa(P2)-1 sin Ps cos PI 

+ PI X Pa(PtPJ-l sinPt sinPs' (133) 

We now look for a vector P such that the equations 

pp-1 sin p = Tt (134) 
and 

cosp = T8 (135a) 

are simultaneously fulfilled for one of the possible 
values of T. Solving Eq. (134) for P yields 

with 
P = Tp(sinp)-lt 

{
Sin-1 [(t· t)l] for t· t :F 0, 

p= o for t· t = O. 

It should be noted that in the case t • t :F 0 anyone 
of the multiple values of p is permissible. In either 
case, in order to determine T, observe that a straight­
forward calculation from Eqs. (132) and (133) yields 

1 - t· t = 82• 

Consequently, by Eq. (134) we have 

cos2 p = 1 - t· t = 8
2

, 

that is, 
cosp = ±8 

or 
cosp = T8. 

(135b) 

Thus T is defined by the sign on the right-hand side 
of Eq. (135b). Substitution for 8 and t from Eqs. 
(134) and (135a) into (131) results in 

exp Q1 • exp Q2 = I,T cos P 

+ T(p X Is - i~o A p)p-l sin p 
= T(I, cos p + Qp-l sin p) 

= TexpQ. (136a) 

By complex conjugation we also have 

exp Qi . exp Q: = T exp Q*. (136b) 

Finally, inserting these results into Eq. (130) gives 

L = (T exp Q). (T exp Q*) = exp (Q + Q*). Q.E.D. 
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F. Eigenvalues and Eigenvectors of Restricted 
Homogeneous Lorentz Transformations 

We use the decomposition in Eq. (125): 

L = exp (a x 13 + !o A b) = exp Q • exp Q*, 

where Q and Q* are given by Eq. (123). First there 
is the trivial case 

a=b=O 

in which every vector is an eigenvector of L with 
eigenvalue A. = 1. The other two cases follow. 

Case I: p yt= O. The fact that Q and Q* commute 
suggests looking for simultaneous eigenvectors of 
Q and Q*, which, of course, will also be eigenvectors 
of L. First let us define the real unit vector m as 
follows: 

(a) If fI x p* yt= 0 (i.e., a x b yt= 0) where fI == p-Ip, 
then 

m = i[(p • p*)2 - l]-l(fI x p*) 

= [aW - (a· b)2]-1(a x b). (137) 

Clearly m satisfies the orthogonality conditions 

m • p = m • p* = m • !o = O. (138) 

(b) If P x p* = 0 (i.e., a x b = 0), then let m be any 
real unit vector satisfying Eq. (138). We now show 
that the vectors 

!!l .• = !o + sp, (139) 

!!2 .• = m + isp x m, (140) 

where s = ± I, are eigenvectors of Q with eigenvalues 
ft. = -isp: 

Q • !!l .• = p(fI X 13 - i!o A p) • (!o + sfl) 
= p(iP!o' !o - i!oSp • fI) = -isp(!o + sj» 

= ft.!!l .• , 

Q • !!z .• = pep X 13 - i!o A p) • (m + isfl x m) 

= p(p x m - ism) = -isp(m + isfl x m) 

Taking complex conjugates gives 

Q* * . * * * * 
• ~1.8 = ISP ~l •• = ft. ~l •• ' 

Q* * . * * * * • ~2.8 = ISP ~2 .• = ft. ~2." 

i.e., !!i .• and !!: .• are eigenvectors of Q* with eigen­
values ft: = iSp*. 

For given values of sand s', we write the equation 

IXI!!I .• + 1X2!!2 .• = fJI!!:." + fJ2!!:.s" 

which is to be solved for lXI' 1X2' fJI' and fJ2' If there 

exists a nontrivial solution (lXI' IXz, fJI' fJz not all zero), 
then the vector 

!!s ••• = IXI~I .• + 1X2~2 .• = fJI~i..· + fJz~: .• · (141) 

is a simultaneous eigenvector of Q and Q* with 
eigenvalues ft. and ft:·, respectively, i.e., 

Q. ~ •.• ' = ft.~ .• ·, 

* * Q • ~ •.• ' = ft.·~ •.• · . 
(142) 

Substitution from Eqs. (139) and (140) into (141) gives 

IXI<!O + sp) + 1X2(m + isfl x m) 

= fJI<!O + s'fI*) + fJ2(m - is'p* x m). (143a) 

Taking the "dot" product of Eq. (143a) with (-I)!o 
gives 

IXI = fJI' 

and the "dot" product with m gives 

IXZ = fJ2' 

Substitution of these last results into (143a) gives 

IXI(sfl - s'p*) + IXzi(sp + s'p*) x m = O. (143b) 

The vectors sp - s'p* and (sp + s'p*) x m in the 
above equation are parallel, as can be seen from the 
following: 

(sp - s'p*) x [(sp + s'p*) x m] 

= (sp + s'p*)(sp - s'p*) • m 

- (sp - s'p*) • (sp + s'p*)m, 

= _(S2 - s'2)m = O. 

Thus there will be a solution of Eq. (143b) where IXI 
and IXz are not both zero. To obtain the solution, first 
take the "dot" product of Eq. (143b) with sj)* to give 

IXI(p • p* - ss') - IXzip x p* • m = 0, (I44a) 

and the "dot" product with sp* x m to give 

IXIP x p* • m + 1X2i(P. p* + ss') = O. (145a) 

Note that 

p x p* • m = -i[(p. p*)Z - 1]1 (146) 

is true whether p is parallel to p* or not. Substitution 
from Eq. (146) into (l44a) and (145a) gives 

IXI(p • p* - ss') - 1X2 [(p • p*)2 - 1]1 = 0 (l44b) 

and 

-IXI[(P' p*)2 - 1]1 + 1X2(P' p* + ss') = 0, (1 45b) 

respectively. If ss' = -1, then p • p* - ss' yt= 0, and 
division of Eq. (I44b) by (p • p* - ss')l results in 

IXI(P • p* - ss')! - 1X2(P • p* + ss')l = O. (147) 
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If ss' = 1, then fI 0 fI* + ss' ;>6 0, and division of Eq. 
(l45b) by (-I)(ft 0 fI* + ss')! again yields Eq. (147). 
From (147) we obtain 

IXI = lX(p 0 fI* + ss')!, 

1X2 = lX(ft 0 p* - ss')!, (148) 

where IX is arbitrary. Substitution for IXI and 1X2 in 
Eq. (141) gives 

~.,., = 1X[(flo ft* + SS')!!!l,. + (ft 0 fI* - SS')!!!2,.] 

= HfI 0 fI* + ss')!(~o + sft) 
+ HfI 0 ft* - ss')!(m + isfl )( m), (149) 

where we have put IX = I to normalize !.,.' according 
to 

~l.l 0 !-l.-l = -1, 

!!l.-l 0 !!-I.l = 1. 

Note that, by Eqs. (142), we have 

(Q + Q*) 0 ! •.• ' = (-isp + is'p*)! •. , .. 

Consequently, 

One eigenvector !; is null and may be obtained from 

In the calculation of this limit, use was made of the 
fact that p )( p* ;>6 0 in this case and that 

lim m = ip )( p* I = ip )( p* 
v->O [(P 0 p*)2 - i'p*2]! ~=O P 0 p* ' 

lim p x m = p x (iP x f) I 
~-+O pop ~=O 

i(p 0 p*)p - ip2p* I . 
= * = IP, 

pop ~=O 

lim! [(p 0 p* + sS'pp*)! - (p 0 p* - ss'pp*)!] = O. 
~-+O P 

L 0 ! •. s' = (exp Q 0 exp Q*) 0 ! •. s' = A. •.• '!s .• " (150) The other eigenvector!~ is found by inspection and is 

where 
A. •. ,. = exp [- i(sp - s' p*)]. (151) 

The vectors ! •.• ', which are null and satisfy the 
orthonormality properties 

! •.•. 0 !." .• M = -i(s - s")(s' - SIll), (152) 

can be used to construct the unit dyadic 

14 = - I SS'~8.'·~_',_s·' (153) 
8,S' 

from which it follows immediately that 

L = L 014 = - I SS'A.S,'·~8,'·~-8.-.·· (154) 
8,S' 

Thus we have an alternate explicit expression for the 
restricted homogeneous Lorentz transformation. l

? 

Case II: p = 0, a and b not both zero. In this case, 
all eigenvalues of Q + Q* are zero. There will be 
only two possible eigenvectors18 !; and !~ : 

, + * !I=P p. 

It is spacelike and orthogonal to ! •. 

(157) 

In order to construct a basis we look for two 
generalized eigenvectors19 !!. and !.' which, together 
with !; and !~, form a linearly independent set, i.e., 
we require that 

(158) 
and 

(159) 

(where m and n = 2 or 3). By inspection it is found 
that, for the choice 

, '(2 *)-1( *) ~. = -I pop p - p , 

one has 
~~ = (2p 0 p *)-l!O , (160) 

(161) 
and 

(Q + Q*)o!: = !!:. (162) 

Consequently, it follows that 
(Q + Q*) o!: = 0, 

(Q + Q*) 0 !~ = O. 

(155a) 

(155b) and 

17 Other polynomial forms for finite restricted homogeneous (Q + Q*)3 0 ~: = O. 
Lorentz transformations are discussed by S. L. Bazanski, J. Math. 
Phys. 6, 1201 (1965). 10 B. Friedman, Principles and Techniques of Applied Mathematics 

18 E. Wigner, Ann. Math. 40, 149 (1939). (John Wiley & Sons, Inc., New York, 1956). 
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Hence !; and !; are the desired generalized eigen­
vectors. Note that if we replace ~;, .!:, !~, !: (respec­
tively) by 

~e = Pl~~ + Yl!!~ + Y2!~ + Y3!~' 
!!e = Pl!!~ + Yl!~ , 
!l = P2!~ + Y4!: 

(163a) 

(163b) 

(163c) 

(163d) 

for PI :;6 0, P2 :;6 0, then Eqs. (I 55a), (155b), (161), 
and (162) remain invariant. In particular, by selecting 

PI = (2p. p*)!, P2 = 1IPI' Y3 = -(2pI)-1, 

and 
Yl = Y2 = Y4 = 0, 

the above vectors will be normalized according to 

!l . !l = !e . !e = 1, 

!e . ~e = -1, 

~e . ~e = !e ·!e = 0, 
(164) 

!e . !l = !e . !e = !l • !e = !l • !e = !e . ~e = 0. 

Also observe that, by exponentiation, 

L . !l = exp (Q + Q*) . !l = !l' 

L·!e = exp (Q + Q*)·!e = !e, 
L • !e = exp (Q + Q*) ·!e = [14 + (Q + Q*)] . !e 

=!e + !e' (165) 
L • ~e = exp (Q + Q*) • ~e = [14 + (Q + Q*) 

+ t(Q + Q*)2] ·~e 

= !e + !e + t!e· 
The unit dyadic in this case is 

and 

L = L· 14 = !l!l + (!e + !J!e - !e!e 

- (~e + !e + t!e)!e 

= !l!l + !e!e - t!e!e + !e A !e 

(166) 

- !e~e - ~e!e . (167) 

G. Three-Dimensional Complex Orthogonal 
Representation of the Restricted Homogeneous 

Lorentz Group 

Making use of the transformation properties of the 
dyadic G defined by Eq. (103a) together with Eqs. 
(121) and (125), we show how an isomorphism 
between the three-dimensional complex orthogonal 
group and the restricted homogeneous Lorentz group 

can be established by a simple and direct procedure. 
Let L be an arbitrary restricted homogeneous Lorentz 
transformation. The dyadic G transforms under L 
according to 

G' = L· G· [ , (168) 

which by Eq. (125), can be expressed as 

G' = (exp Q. exp Q*) . G • exp (-Q*). exp (--Q). 

(169) 

Recalling the defining equations (103a) and (123) and 
the commutation relation (121), we see that 

[Q*, G) = 0. 

and therefore 

G' = (exp Q) • G • exp (-Q). (170) 

We note also that the dyadic 

S = p X 13 + i~o A P 

satisfies the commutation relations 

[G, S] = [Q, S] = 0, 
and we write 

G' = (exp Q • exp S). G . exp (-S). exp (-Q) 

= exp (Q + S)· G . exp [-(S + Q)] 

= exp (2p x 13). G· exp (-2p x 13), 

= exp (2p x 13). (iZ x 13 + ~o A Z) 

• exp (-2p x 13)' (171) 

Now observing that 

exp (2p x 13). ~o = ~o • exp (-2p x 13) = ~o 
and 

exp (2p x 13). Z x 13• exp (-2p x 13) 

= exp (2p x 13). (Z x ~k)~k· exp (-2p x 13) 

= [exp (2p x 13) • Z] x [exp (2p x 13) • ek]ek 
. exp ( - 2p x 13) 

= Z' x [exp (2p x 13). 13• exp (-2p x 13)] 

= Z' x 13 

where 
Z' = exp (2p x 13). Z, 

Eq. (171) becomes 

(172) 

G' = iZ' X 13 + ~o A Z'. (173) 

In summary, we have 

G' = L· G • [ = L· (:E. Z) • [ = :E. Z', (174) 
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where E was defined in Eq. (106) and 

L = exp (a x la + !o A b) +-+ exp (2p x la) 

= exp [(it + ib) x 131 (175) 

is the desired isomorphism. 
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APPENDIX A 

In this Appendix we derive explicitly the dual of 
the antisymmetric dyadics !:o A u and u x 18 , For this 
purpose we first prove that r, as defined in Eq. (50), 
is invariant under rotation of the orthonormal basis 
vectors !:k in 8a. Thus, if!:k is rotated into !:~, we have 

(At) 
But 

r'= r. (A2) 

Now making use of the definition of the dual in Eq. 
(53) and choosing a rotated basis with!~ in the direc· 
tion of u results in 

* (!o A u) = ir:(!:o A u) 

= iu(~ A!~ A.!~ A .!o):(~o A!~ 

= -u(!~ A ~~ A!~ A ~o):(!~~o) 

= u~ A ~~ = -u(~ x ~~) X 13 

= -u~ X 13 = -u X la. (A3) 

Similarly, 

* (u x 13) = lr:(u x Is) = lur: [(!~ x !s) x la] 

= -lu<!i A !~ A ~ A !o>:(!:i A !~) 

= -u<!; A!o A !i A !~):(!~!:s) 

= -u~ A ~o = !o A u. (A4) 

APPENDIX B 

Here we show that an arbitrary restricted Lorentz 
transformation can be expressed as a product of a 
pure Lorentz transformation Lo and a pure rotation 
LR. To this end let 

(Bl) 

Since g is a unit timelike four·vector, it must be of 
the form 

~ = (I - u2jc2)-1<!0 + ule), (B2) 

where u is defined by 

u = -e[<!o· ~)-1~ + .!o]. 

By introducing the unit vector 

l = (I - u2/c2)-l[O + (ufc)!o] 

which is in the plane of eo, u and is orthogonal to g, 
we can construct, as before, the pure Lorentz trans· 
formation 

Clearly 
Lo·~=!:o· 

Substitution of Eq. (BI) into (B4) yields 

Lo· L·!o = !o, 

(B3) 

(B4) 

(B5) 

i.e., the transformation LR = Lo· L (which, by the 
group property, must also be a Lorentz transforma· 
tion) is one that leaves the direction eo invariant and 
is, therefore, a pure rotation. Hence -

L = 10 • LR • Q.E.D. (B6) 
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In the semiclassical descriptions, it is usual to describe a quantum-mechanical system in a classical 
language with (i) a correspondence between classical functions and operators of quantum mechanics and 
(ii) with a real, but not necessarily positive, probability density function in phase space corresponding to 
a particular quantum-mechanical state. The general forms of such semiclassical descriptions is discussed. 
The conditions for the two descriptions to be equivalent are also examined. 

INTRODUCTION 

After Sudarshan1 gave a completely equivalent 
classical description of Glauber's2 theory of photon 
correlations, the phase-space formulation of quantum 
mechanics has been used much in the study of the 
coherent properties of the electromagnetic field.3 

Such a formulation allows one to compute the 
quantum-mechanical expectation values as classical 
statistical averages over suitable distribution functions 
on the phase space. Indeed, all these distribution 
functions tum out to be particular cases of a general 
form. With a general form for the distribution function 
on hand, it is the purpose of this paper to compare the 
semiclassical and quantum descriptions at a universal 
level instead of restricting the treatment to particular 
cases (of overcomplete sets of states). Such a compari­
son in algebraic terms is necessary because it has some­
times been asserted that4 "the apparent equivalence 
of these two vastly different types of descriptions, 
results from the paucity of the set of measurements 
so far considered for the radiation field and not from 
any intrinsic unity of the descriptions." For this 
purpose, we will consider the mapping of semi­
classical to quantum description and also the inverse 
mapping of quantum to semiclassical description. 
Then we algebraically answer the questions, "When 
are the two descriptions identical and when does one 
contain more information than the other?" It turns 
out that the semiclassical description resulting from 
Weyl's association of operators to functions is 
identical with the quantum description and no informa­
tion need be lost in going from one to the other. On 
the other hand, antinormal ordering yields a semi­
classical description which is more general than the 

1 E. C. G. Sudarshan, Phys. Rev. Letters 10, 277 (1963). 
• R. J. Glauber, Phys. Rev. Letters 10, 84 (1963). 
8 L. Mandel and E. Wolf, Rev. Mod. Phys. 37,231 (1965). 
C Y. Aharanov, D. Falkoff, E. Lerner, and H. Pendelton, Ann. 

Phys. (N.Y.) 39, 498 (1966). 

quantum description, provided we allow for arbitrary 
derivatives of the !5 function. 

Further, on the basis of these observations we 
discuss the dynamics of the system by building up the 
associative algebra in the classical function space 
which corresponds to the algebra in the quantum­
mechanical operator space. 

I. GENERAL THEORY 

The linear mapping of classical functions to opera­
tors is written as 

6 = f E(q, p)G(q, p) dq dp, (1) 

where G(q, p) is the classical dynamical variable. 
, The cap over every quantity denotes the corresponding 

operator. When 6 is a bounded operat<?r, we get its 
expectation value for any normalized vector ilX) with 
(IX I IX) = 1 as 

(otl 6 lot) = f (otl E(q, p) IIX) G(q, p) dq dp. (2) 

Thus, if the distribution function F/Z(q,p) is given as 

F/Z(q,p) = (otl E(q,p) lot), (3) 

Eq. (2) reduces to 

(otl 6 lot) = f F/Z(q, p)G(q, p) dq dp. (4) 

Thus, with the correspondence established by Eq. 
(1) between operators and functions and by Eq. (3) 
between state vectors and distribution functions, the 
expectation values remain the same. 

We also note that instead of the state lot) being 
given if the density matrix p is prescribed, the expecta­
tion value will be 

(6) = Tr(Gp) 

= f Tr (E(q, p)p)G(q, p) dq dp (5) 

299 
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such that Eq. (3) for the distribution function reduces .by Cohen. This is easily seen when we note that in 
~ ~~ 

F(q,p) = Tr (2(q,p)p). (6) 

The mapping (1) is however not power preserving 
or more generally, product preserving, and the 
squares and other powers of expectation values do not 
agree with the expectation values of the squares of 
these operators unless by accident. In different semi­
classical descriptions we choose different forms of 
£(q,p) and we prefer a correspondence (1) such that 
qm and pn map, respectively, to qm and pn for any 
positive integral m and n. 

We now note how the operators are defined for 
different semiclassical descriptions. For simplicity 
we are taking one q and p. This can be immediately 
generalized for any finite number of degrees of 
freedom. 

(a) For Weyl's correspondence,s we have 

2(q, p) = ~ Jexp (iqO + ip'T) 
(217) 

F,iq,p) 

= (2~)2 Jff "P: (u - i) exp (iOu)"P11. (u + ~) du 

x 1(0, -r) exp (- iqO - ip-r) dO dr 

= (2~)2 Jf<oc, exp (lip-r) exp (iqO) exp (tip-r) loc) 

x 1(0, 'T) exp (-iqO - ip-r) dO d-r 

= (2~)2 Jf(OC I exp (iqO + ip-r) loc) 

x 1(0, -r) exp (-iqO - ip'T) dO d-r. 

The conditions 
1(0,0) = 1, 

1(0, -r) = 1 

are necessary to ensure that 

J Fiq, p) dp = l"Piq)1 2 
X exp (- iqO - ip'T) dO d-r. (7) 

This gives us, with (q I oc) = "P11.(q) in coordinate 
representation, and 

Fiq, p) 

= ~ J(OC I q')(q'l exp (iqO + ip) loc) dq' 
(217) 

X exp (-iqO - ip-r) dO d-r 

= ~ J"P:(q') exp (iq'O + i o-r) 
(217) 2 

x exp (-iqO - ip-r) dq'''Piq' + -r) dO d-r 

= ~ J"P: (q - '!.) "P(1. (q + '!.) exp (- ip-r) d'T, (8) 
(217) 2 2 

which is Wigner's distribution function. 
(b) It may be seen that in the correspondence 

respectively. However, when we further want that 
qm and pn should map, respectively, to qm and pn by 
Eq. (1), it is necessary that (iJjiJO)"f(O, -r) and (iJ/iJ-r)k 
1(0, 'T) both vanish when ° = 'T = 0 for all integral 
k > O. It is also to be noted that if/(O, -r) depends on 
IIX) the mapping from state vectors to expectation 
values of operators will not be bilinear but the linear 
mapping (1) can still be true for diagonal elements of 
a. Here we have to take a basis for which p is diagonal, 
and if 

(l0) 

then 

Tr (ap) = I (IXI a IIX) PI1.' (11) 

'" 
described by Cohen6 where 

2(q, p) = ~ Jexp (iqO + ip)f(O,-r) 
(217) 

X exp(-iqO - ip-r)dOd-r. (9) 

The procedure for the verification of this is identical 
as above and/(O, -r) is the same function as introduced 

I C. L. Mehta, J. Math. Phys. 5, 677 (1964)-the earlier references 
are quoted here. 

S L. Cohen, J. Math. Phys. 7, 781 (1966). 

(IXI a IIX) = f (ocI2(q, p; oc) loc) G(q, p) dq dp. (12) 

In this way we circumvent the impossibility of 
defining nondiagonal elements of the operator a 
for such a mapping, and it is clear that the definition 
of the operator is incomplete. 

(c) Recently a correspondence between classical 
systems with a noncommutative Grassmann algebra 
and quantum systems has been established by one of 
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the authors7 and the distribution function obtained.s 

We see that this also falls under the same general 
scheme. We note that there 

E(q, p) = _1_ f_l.- [exp (iqO), exp (ipr)] 
(21T)2 -lOr 

X exp (- irzO - ipr) dO dr. (13) 

To see this directly, 

f
E(q, p)qmpn dq dp =f_l_. [exp (iqO), exp (ifir)] 

-lOr 

X im+nt5(m)(O)b(n)(r) dO dr 

[q'm+1, pn+1] 
= i3 ---=..!..-----'-=-----=--

(m + 1)(n + 1) 

= 
[qm+1, pn+1] 

i(m + l)(n + 1) 

We note that the above is the mapping in Ref. 7. 
Any other correspondence may also be similarly 
verified. We further note that it belongs to the category 
of distributions introduced by Cohen6 and here 

(14) 

Thus, although obtained in a totally different way, 
it is the same distribution function of Born and 
Jordan6 •9 

(d) When we want standard,5 normal, or anti normal 
ordering,IO we take 

E(q, p) = ~ JQ(exp (iqO + ipr» 
(21T) 

X exp ( - iqO - ipr) dO dr, (15) 

where Q«qO + pr)n) equals the nth degree expression 
written as an nth order polynomial with the operators 
appropriately ordered. For the distribution function 
to be real, we need that Q«qO + pr)n) be Hermitian. 
We now explicitly verify this for the above types of 
orderings. 

Let 

and 

q=x~+y~, 

p = x'~ + y'~, 

Q(any operator) = the ordering with all $ to the 

(16) 

left (and all ~ to the right). (17) 

7 T. S. Shankara, Nuovo Cimento 47, 553 (1967). 
8 T. S. Shankara, Progr. Theoret. Phys. (Kyoto) 37, 1335 (1967). 
9 M. Born and P. Jordan, Z. Phys. 34, 873 (1925). 
10 C. L. Mehta and E. C. G. Sudarshan, Phys. Rev. 138, B274 

(1965). 

Nowhere 

f E(q, p)qmpn dq dp 

= _1_ JQ(exp (iqO + ifir» 
(21T)2 

X exp (-iqO - ipr) dO drqmpn dq dp 

= f Q(exp (iqO + ipr»im+nb(m)(O)t5(n)(r) dO dr 

=f( _1)m+nt5(m)(O)t5(n)( r) dO dr Q« qO + pr)m+n) 
(m + n)! 

= (-l)m+nf b(m)(O)t5(n)(r) dO dr 

X L Q«X§O)"l(y~O)"'(x' §ry3(y'~r)"4) 
81 ! 82! 83! S4! ' 

where 81 + 82 + 53 + 54 = m + n and the 5i are posi­
tive integers or zero. Thus we obtain, 

= Q«x§ + yn>m(x'§ + y'~t) 
= Q(qmpn). (18) 

This proves the earlier statement that for any poly­
nomial, the mapping (I) with (15) gives the desired 
ordering and (3) or (6) gives the corresponding 
distribution function. 

In order to show the equivalence of the above 
results with the over-complete set of states used by 
Sudarshan,lo let us have in particular, corresponding 
to Eq. (16), 

a' - q + ip _ t - J2 -,>, 

,t q - ip A 

a = J2 ='fJ. (19) 

Thus, the prescribed ordering defined by Q = QA is 
antinormal ordering. Further, we have the states 

a Iz) = (x + iy) Iz). (20) 

This gives us, with the state Ik) being the state with 
number operator at a diagonal, 

(amatn) =JL (kl am Iz) d
2

z (zl atn 18)PSk 
s,k 1T 

(21) 
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where10 

1 
p .. iz) = - ~ Pak(Z I s)(k I z), 

71' .,k 

= .! (zl p Iz). (22) 
71' 

In the corresponding semiclassical picture defined by 
Eq. (15), 

(amatn
) = f dq dpF .. iq, p) (q ;2iPf (q ~2ipr (23) 

where 

F .. iq, p) = ~lI ITr {QA(exp (i40 + ifrr»p} 
(271') 

. exp (- iqO - ipr) dO dT. (24) 

The identity of the results (21) and (23) for arbitrary 
m and n signifies that we should take 

+ . q + ip (25) 
x Iy = ../2 

and with this association we obtain 

PA(X + iy) = 2FA(/2x, /2y) 
or 

(
q + iP) F A(q, p) = IpA .j2 , (26) 

where the equality holds for finding moments for any 
polynomial in q and p. 

It may be noticed that the above results can be 
generalized to any set of states Iz) which may be 
overcompletell and are eigenstates of £ with £t = ~. 
The corresponding semiclassical description in terms 
of F(q,p) can immediately be obtained where we 
consider the equations corresponding to Eqs. (21), 
(23), and (25). 

n. EQUIVALENCE OF SEMICLASSICAL AND 
QUANTUM DESC~ONS 

In the above, we have considered the mapping of 
classical variables to quantum operators and have 
obtained the quasiprobability density functions. 
We now consider the inverse problem, i.e., mapping 
of operators to semiclassical variables and see how 
far they can be identical. 

We write the mapping (1) as 

(atl G IP) = I (atl £(q, p) IP) G(q, p) dq dp. (27) 

In case an inverse of (27) exists, we have 

G(q, p) = I K/I,p(q, p)(atl G IP) 
/1,/1 

= Tr (kt(q, p)G), (28) 

11 J. R. Klauder. J. Math. Phys. 5,177 (1964). 

where 
K!./I(q, p) ~ (PI k(q, p) !at). 

Symbolically, we have mappings £ and k such that 

and 
G~ G (29) 

£ 
G~G. (30) 

Now for the mapping 1(£ to be identity (in the 
space of classical dynamical variables), we require 
that 

G(q, p) = I Tr (kt(q, p)£(q', p'»G(q', p') dq' dp' 

for arbitrary G(q,p) so that we must have 

Tr (kt(q, p)£(q', p'» = ~(q - q')~(P - p'). (31) 

Similarly, for mapping tk to be identity (in the 
operator space of quantum mechanics), we require 
that 

(atl G IP) = /I~' I (atl £(q, p) IP)(at'l k(q, p) IP') 

x (at'l G IP') dq dp 
for arbitrary operators and thus 

I (atl £(q, p) IP)(at'l k(q, p) IP') dq dp = ~"""'~/I/1" (32) 

In case both (31) and (32) are true, the mapping will 
be bi-unique and no information need be lost in going 
from one space to the other. On the other hand, if 
Eq. (31) is true, but not Eq. (32), the mapping k does 
not have a unique inverse and there are more than one 
distinct operators which map into the same function. 
This will imply that there can be information in 
operator space which will be lost in the semiclassical 
description and there will be nonzero operators 
which map to zero functions. 

The roles will be reversed if Eq. (31) is not true for 
some functions, but Eq. (32) is true. In this case the 
semiclassical description would contain information 
that may be lost in the quantum-mechanical descrip­
tion and some nonzero functions would map to zero 
operators. 

These comments are relevant when we build up the 
associative algebra in the function space to corre­
spond with the algebra in the operator space (next 
section). 

We also note that we can determine the density 
matrix when the mapping k exists as in Eq. (28) and a 
distribution function F(q, p) is given. Thus, 

f G(q, p)F(q, p) dq dp 

= f Tr <kt(q, p)G)F(q, p) dq dp, 

= Tr(Gp), 
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which gives the density matrix p as 

p = f f(t(q, p)F(q, p) dq dp. (33) 

In Weyl's association, the inverse f( exists both as 
a left and right inverse. To be more general, if we take 
the mapping of Cohen,6 i.e., Eq. (9) in Sec. I, we can 
see that 

f(t(q, p) = _1_ fexp (_ iq() - ipT) 
(217)2 

X (f«(), T»-l exp (iq() + ipT) d() dT (34) 

satisfies Eqs. (31) and (32). 
To see that with Eqs. (9) and (34), Eq. (31) is 

satisfied; we first note that 

Tr {exp (-iq() - ipT) exp (iq()' + ipT')} 

= f (q'l exp (-iq() - ifiT) Ip') dp' 

X (p'l exp (iq(); + ipT') Iq') dq' 

= f exp (iq'«()' - () + ip'(T' - T» I(q' I p')1 2 dq' dp' 

= 217~«() - ()')~(T - T'). 

Hence Eqs. (9) and (34) give us 

Tr (f(t(q, p)£(q', p'» 

= (217)-3 f 217~«() - ()')~( T - T')(f«(), T»-Y(()" T') 

exp (iq() + iPT) exp (- iq'()' - ip'T') d()' dT' d() dT 

= ~(q - q')~(p - p'). 

In a similar way, Eq. (32) may also be verified. 
However, it is assumed that the integral on the right­
hand side of Eq. (34) should exist in a formal way to 
justify various changes in the limit. In such a case, the 
mapping from semiclassical to quantum descriptions 
is bi-unique. 

Also, Sudarshan1 has given the expression for p 
when F(q,p) is given. Proceeding the same way for 
anti-normal ordering, we have 

. 1 2 z*n zm 
P "iz) = PA(re,9) = - 1 e-' --i --t Pnm' (35) 

17 n,m (n!) (m!) 

This gives us 

where 

K~m(rei~ = le' n. m. ei(n-m)9 - - ~(r). 2 ( I)t( I)t (d)n+m 

r(n + m)! dr 
(37) 

In the above, it is understood symbolically that 

f F(r) ( - :rr~(r) dr = f (:rrF(r)~(r) dr, 

= dnF(r) I . 
drn 

.=0 

Although we have written the above only for p, here 
it is clear that the mapping E/( is an identity in oper­
ator space, but 1?E is not necessarily so. Thus, the 
semiclassical description is more general than quan­
tum mechanical description, but we have to allow 
for distributions containing arbitrary derivatives of 
the ~ function in the semiclassical description. 

m. DYNAMICS 

Next we consider the dynamics of quantum and 
semiclassical systems. The dynamics of the quantum 
system in a Heisenberg picture is given by the quantum 
Poisson bracket. We shall find the expression for the 
corresponding bracket in the semiclassical description. 

We first discuss the case when we do not have a 
meaningful inverse mapping f( of Eq. (28). We 
observe that 

[A, b] = f [£(q, p), £(q', p')] 

X A(q, p)B(q', p') dq dp dq' dp'. (38) 

Now if an L exists such that 

[£(q, p), E(q', p')] 

= f L(q, p, q', p', q", p")£(q", p") dq"'dp", (39) 

then 

[A, 11]Q.P.B = -irA, 11] = f £(q",p")C(q",p")dq" dp", 

(40) 
where 

C(q", p") = -if L(q, p, q', p', q", p") 

X A(q, p)B(q', p') dq dp dq' dp'. (41) 

Clearly, Eq. (41) defines the corresponding semi­
classical Poisson bracket when Eq. (39) is true. 

Thus, 

{A(q, p), B(q, p)}SCl.P.B. 

= -if L(q, p, q', p', q", p") 

X A(q', p')B(q", p") dq' dp' dq" dp". (42) 

In all earlier discussions,5 essentially, the above 
arguments are put forth to deduce the classical 

11 J. E. Moyal, Proc. Cambridge Phil. Soc. 45, 99 (1949). 
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bracket. The Moyal bracket12 can also be derived in 
the above manner, though of course, the derivation 
may be lengthy. 

The problem is much simpler when the inverse f( 
exists. Then we define 

A(q, p) X B(q, p) 

= I Kllp(q, p)(<<1 AD IP) 
/l,p 

= f Tr (/(t(q, p)£(q', p')£(q", pH» 

. A(q', p')B(q", p") dq' dp' dq" dp". (43) 

With this rule of "multiplication" of functions 
which is necessarily associative, the semiclassical 
description merely becomes a different representation 
of the same algebra as that of the quantum mechanical 

system, and then the expectation values, dispersions, 
and dynamics of both become identical. The Poisson 
bracket in semiclassical description is defined as 

{A(q,p), B(q,p)} Scl.P.B = 
-i(A(q,p) x B(q,p) - B(q,p) x A(q,p». 

If only Eq. (39) is true, then the dynamics, of any 
specific operator is the same in semiclassical and 
quantum mechanics, but not so the dispersion or for 
that matter the expectation values of products of 
operators . 
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The commutator and propagator distributions associated with free-particle fields are represented as 
boundary values of analytic kernels in complex space-time. A distribution product of such quantities is 
then defined as a boundary value of the product of the analytic kernels of its various factors, with the 
provis? that the prod~ct kernel ?e understood in the sense of Hadamard's "finite part" in those cases 
when It would otherwIse be nonmtegrable. For the case of quantum electrodynamics, the momentum­
space r~presentation of the products of causal propagators are derived. It is demonstrated by explicit 
calc~latJon that the second:or~er scattering. m~trix elements thus obtained are identical to those usually 
obtamed by means of PaulI-VIllars regularIzatIOn and renormalization. 

I. INTRODUCTION 

The ultraviolet divergence difficulties of quantum 
field theory are directly related to the problem 
of multiplying Feynman (causal) propagators. The 
Feynman propagators belong to a collection of 
tempered distributions, called "invariant distribu­
tions," or "invariant functions" which arise as 
commutators and propagators of various quantized 
fields. Since these distributions contain singular terms 
such as the ~ function, their products are not uniquely 
defined. In order to give meaning to certain of these 
products, it has been necessary to first represent the 
factors as limits of sequences of approximating func­
tions (using regularization methods due to Pauli and 
Villars! and Feynman2), and before passing to the 
limit, subtract from the product of approximating 
functions certain terms which diverge in the limit. 
In the case when the products represent scattering 
amplitudes for particle interactions the subtracted 
quantities may be interpreted in terms of increments 
in particle mass and charge that result from the inter­
actions. The subtraction of the divergent terms is then 
justified, in fact necessitated, by the argument that 
such increments in mass and charge are not physically 
observable. There are serious disadvantages to de­
fining distribution products in this way: the calcula­
tion of scattering amplitudes is extremely complicated; 
the regularization procedure introduces into the 
theory extraneous parameters such as fictitious masses 
or energy cutoffs which have no physical meaning and 
the infinite subtraction terms often intrude in such a 
way as to make rigorous arguments all but impossible 
and greatly detract from an otherwise elegant theory. 

In Secs. II and III of this paper we represent the 
invariant distributions as analytic functionals. By 

• This work supported in part by NSF Contract GP-4106. 
1 W. Pauli and F. Villars, Rev. Mod. Phys. 21, 434 (1949). 
2 R. P. Feynman, Phys. Rev. 76, 939 (1948). 

"analytic functional" we mean a linear mapping of a 
space of test functions into the complex number 
system e which is defined by integrating the test 
function against a given analytic kernel over a given 
contour in the complex plane or more generally over 
a given surface in the space en of n complex variables 
(see Gel'fand-Shilov3). With such representations it is 
possible to remove from the field theory all considera­
tions of jump functions, delta functions, etc., 
so that the mathematical operations used are well 
defined within the context of complex analysis. More 
important, it is possible to form a Lorentz invariant 
product of several invariant distributions without 
recourse to Pauli, Villars, Feynman type regulariza­
tions and without introducing into the theory any 
extraneous cutoff parameters. In Sec. IV this product 
is defined and its Fourier transform is derived. Finally, 
in Sec. V, we use this definition of multiplication to 
calculate the scattering amplitudes for the lowest­
order vacuum polarization, electron self energy, and 
vertex part processes and show that the expressions 
thus obtained are identical to those arrived at through 
the standard regularization and subtraction procedures 
but have the advantage of requiring only finite 
renormalization. 

Notation4
: Points in space are labeled with vectors 

events in space-time by 4-dimensional vectors 

X = (xxo). Lorentz innerproducts are denoted by 

3 1. Gel'fand and 1. Shilov, Generalized Functions (Academic 
Press Inc., New York, 1964). 

4 N. N. Bogoliubov and O. V. Shirkov, Introduction to the 
Theory of Quantized Fields (Interscience Publications, Inc., New 
York, 1959). Throughout this paper we shall follow the notation 
and nomenclature of this book. 
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x k = gp.,xPxY, where 

~ .. )= (t -f -f J) 
In particular x x = x2• An invariant distribution D 
is also displayed as a generalized function D(x). The 
result of applying this distribution to a test function 
I =./(x) is written 

f d'xD(x)f(x) == (D,f), 

where J d'x denotes integration over-all 4-space. 

II. THE FREE-MESON FIELD 

A. The Meson Kernel and its Associated Distributions 

It has been observed by several authors, in par­
ticular, Wightman,5 that the vacuum expectation 
value of the product of several field operators is a 
generalized function which is the boundary value of 
some analytic function in the following sense: a 
generalized function T(x) defined on the x axis is 
said to be the boundary value of function 'b(x) 
analytic in, say, the lower half z = x + iy plane, if 

(T,f) == L: dxT(x)f(x) = !~, L: dx'b(x - iE)f(x) 

for every function I in the test space of T (see 
Bremermann and Durand6). 

One of the simplest examples of a quantum-field 
invariant function which is the boundary value of 
an analytic function is the negative frequency com­
mutator 

D-(x) = i (01 t${x)cp*(O) 10) 

where 

D-(x; E) 

== _i _ fd'kd(k2 _ m~(J( _ k~e~kO("'o-i"-ik'X 
(217t 

= E!. [(xo - iE)2 - R 2]-lm1'(m[(xo _ iE)2 _ R2]~. 
817 

(3) 

R2 == x • x and HUI is the Hankel function of the first 
kind. Thus, D- is a boundary value of the analytic 
function 

(4) 

which we call the "meson kernel"; here we have 
completed x to a complex valued 4-vector 

and have written Z2 == gpyZPzY = x2 - y2 + 2ixy. It 
is a remarkable fact that not only is D- a boundary 
value of the meson kernel (4) but so is every other 
invariant distribution associated with the free meson 
field cpo 

Denote by Iql2 == q~ + q~ + q= + q= the square of 
the "Euclidean length" of the real or complex 4-
vector q. Define a "p strip" in the space ([:4 of complex 
4-vectors z to be the set: {z/x E fR4, lyl2 < p2}, where 
p > O. Let A be the space of all functions I(z) which 
are analytic in some p strip, where p can depend on/, 
and in that strip I(z) vanishes at infinity faster than 
any negative power of Ixl; (i.e., for every integer n, 
Ixl n I/(z)l- 0 as Ixl- 00 uniformly for alllylB < p2). 
For example, the space A includes all functions of 
the form exp {-c IzI2}P(Z), where c is an arbitrary 
positive number and P(z) is an arbitrary polynomial; 
in particular A includes the Hermite functions. It is 
not difficult to verify that the space A is invariant 
under the full real Lorentz group in the sense that if 

= _i_ fd'kd(k2 _ m2)(J( _k~eika: 
(217)3 

(1) I(z) E A as a function of z then I [L(z')] E A as a 

of the free field cp corresponding to a meson of mass m. 
Indeed, the integral on the right-hand side of (1) does 
not converge as it stands and is to be understood as 
a generalized limit in the following sense: for all 
admissible test functions I(x) 

(D-,f) ==fd'XIr(X)f(X) = lim fd4.XD-(X; E)f(x), 
• £-+0+ 

(2) 

5 A. S. Wightmann, Phys. Rev. 101, 860 (1956). 
• H. J. Bremermann and L. Durand III, 1. Math. Phys. 2, 240 

(1961). 

function of z', where z' = L-l(Z) and L is any real 
Lorentz transformation. We shall use A as the space 
of test functions for all distributions considered in 
this paper. We have adopted this space simply for 
reasons of mathematical convenience; however, it 
should be pointed out that distributions defined on A 
can be easily extended to other more commonly 
considered spaces by making use of the fact that 
functions in these other spaces can be approximated 
arbitrarily closely by linear combinations of Hermite 
functions. 

The meson kernel (4) is analytic in the 4-vector z, 
except for polar and branch singularities on the light 
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cone Z2 = 0 as displayed by the representation: 

~(z) = _1_ + m2 [1 + ~ log (ym Z2)J 
47T2iz2 167T2 7T 2 

00 (_ lm2z2
)' 1 

x~ +-
i=oj!(j + 1)! 167T2i 

x~ 1+~-, 
00 (_ tm2z2)i ( HI 1) 

i=O j ! (j + I)! k=1 k 
(5) 

where log y == 0.5772 ... is the Euler constant. These 
singularities will playa central role in our definition 
and analysis of the invariant distributions. Let us 
temporarily restrict our considerations to vectors 

Z= == +1 (
ZO) (xO) . (yO) 
X X 0 

that have purely real space like parts. For such vectors 
the meson kernel can be expressed in the form 

~(z) = ~(ZO, :x) = 2'; 2 
47T I(Zo - R ) 

+ A(zO, R) log (zg - R2) + B(zO, R), 

where for fixed R, A and B are entire functions of zoo 
For fixed x let us specify the "principal sheet" of 
~(ZO, x) by constructing branch cuts IRe (ZO) I ~ R, 
1m (ZO) == 0 along the real axis of the ZO plane and 
stipulating that 

1m {log (Z;2 - R2)} == 2 arg (Z;2 - R2)1 = 0 

for a point z: which lies on the upper edge of the 
right hand branch cut (see Fig. 1). 

Let a- be a contour on the principal sheet of~(zO, x) 
which is parallel to the XO axis and passes below both 
right and left hand branch cuts (see Fig. 2). By making 
use of this contour we can dispense with the limiting 
process in representation (2) and write equivalently 

(D-,J) = J d3x L_dZO~(zO, x)f(zO, x) (6) 

for each test function f E A provided (j lies within 
the strip of analyticity of f Indeed, it follows from 
Cauchy's Theorem that the value of integral (6) is 

Past 
Time-like Space-like 

Future 
Time-like 

Zo -prane 

x 
o 

FIG. 1. The principal sheet of the meson kernel ~(ZO, x). 

======~~--~======~o 
-R 0 +R x 

a 

FIG. 2. Commutator contours. 

independent of the particular choice of contour a­
provided that (j remains within the strip of analyticity 
of f and passes below the points of singularity 
ZO = ±R. Consequently, (j can be pressed upward 
against the real axis to give the same limit as in Eq. 
(2). Next we shall show that the other invariant 
distributions of the meson field are also analytic 
functionals. 

The distributions to be considered are listed below: 

(a) The "Negative Frequency Commutator": 

D-(x) = i (01 cfo(x)cfo*(O) 10). 

(b) The "Positive Frequency Commutator": 

D+(x) = i[cfo{x), cfo*(O»). 

(c) The "Full Commutator" (Schwinger function): 

D(x) = i[cfo(x), cfo*(O»). 

(d) The "Causal (Feynman) Propagator": 

DC(x) = i (01 Tcfo(x)cfo*(O) 10)., 

( e) The" Advanced Propagator": 

D"dv(X) = iO(xO) [cfo(x) , cfo*(O»). 

(f) The "Retarded Propagator": 

Dret(x) = iO( -Xo) [cfo(x) , cfo*(O)]. 

T is the time-ordering operator and 0 is the Heaviside 
function. 

Let D( lex) be a generic symbol designating anyone 
of the distributions in the above list. We associate 
with each D( lex) a corresponding contour a( l in the 
principal sheet of the meson kernel ~(Zo, x). These 
contours are depicted in Figs. 2 and 3. Using these 
contours and the meson kernel (4) we define the 
analytic functionals D( l on the space A as follows 

(DC) ,j) == f d4xDc '(x)f(x) 

== J d3x i"dztH;D(zO, x)f(zo, x), (7) 

for eachfEA. 
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FIG. 3. Propagator contours. 

It is not difficult to verify that the definitions of 
invariant distributions given by (7) are equivalent 
to the usual definitions. Indeed, the invariant distri­
butions given by the usual definitions are known to 
satisfy the following relations 

D+(x) = -D-(x), D(x) = Dret(x) _ DBdv(X) 

Dret(x) = DO(x) + D+(x), 

DO(x) = O(xo)D-(x) - O( -xo)D+(x). (8) 

On the other hand, the corresponding topological 
relations which hold for the contours a( I (e.g., 
cret = aO + 0+, etc.) imply the analytic functionals 
given by (7) also satisfy the relations (8). This fact 
together with Eqs. (2), (3), and (6) is sufficient to infer 
the equivalence of (7) with the usual definitions. 

As it stands, integral (7) is the sum (over R 3) of a 
3-parameter family of contour integrals. However, it 
will be helpful to regard it instead as a surface integral 
over a four-dimensional manifold in the eight­
dimensional space <[:' of complex 4-vectors z. Indeed, 
let s( I be a smooth four dimensional surface in <[:4 

which lies in the sub-space y == 0 and whose intersection 
with each plane x = constant is the contour a( I. Then 
we may rewrite (7) as the surface integral 

(D( 1,1) =J. d'z'l>(z)f(z) for fE d. 
.e ) 

(9) 

Clearly, the surface s( I is not unique. A four­
dimensional version of Cauchy's Theorem asserts that 
the value of integral (9) is unchanged under continuous 
deformations of s( I which avoid the complex light­
cone Z2 = O. Also, real Lorentz transformations of 
s( I leave the value of (9) unchanged. Thus, there is an 
equivalence class of surfaces s( I, any member of 
which can be used to determine the invariant distri­
bution D( I through Eq. (9). 

A glance at Fig. 2 reveals that one can always 
select the surfaces s-, s+, and s, associated with the 
commutator distributions, to be uniformly bounded 
away from the light cone Z2 = 0 which is the only 
place where the kernel 'l>(z) is singular. The integrand 
of (9) vanishes rapidly as Ixl -+- 00 [see Eq. (19)]. 

Consequently, integral (9) is absolutely convergent 
for the commutator distributions D-, n+, and D. 
The surfaces so, sret, and sadv, associated with the 
propagator distributions, each touch the complex 
light cone at the single point z = O. This may be seen 
from the fact that the contours aC

, aret , and uadv pass 
through the gap between the branch cuts and are 
pinched by the singularities as R -+- O. Nevertheless, 
the singularity of'l>(z) is sufficiently weak [see Eq. (5)] 
to allow integral (9) to converge absolutely also for 
the propagator distributions DC, U et, and Dadv. 

B. The Momentum-Space Representation 

The Fourier transforms of the meson invariant 
distributions are themselves analytic functionals. 
Even though this fact is well known, it will be inter­
esting to review here the momentum space formalism 
and note how closely it resembles the space-time 
formalism described above. 

Let us extend the momentum vectors k into the 
complex and write 

and let us denote by A the space of all functions g(h) 
such that g(z) belongs to .it; when considered as a 

function of z instead of h. We shall use A as a space 
of test functions for distributions defined over 
momentum space. The Fourier transforms /J( I of the 
distributions D( I are defined as analytic functionals 

on the space A as follows: 

(b( I, g) == f d'kb( I(k)g(k) 

== f d3k f dhO(m2 
- h~ + k2r1g(hO, k), (10) 

where a( I are the familiar contours depicted in Figs. 
4 and 5. 

Denote by 

(11) 

FIG. 4. Commutator contours_ 
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FIG. 5. Propagator contours. 

the momentum space representation of the meson 
kernel, and let §() be the four-dimensional surface 
swept out by the contours a( ) as k ranges over IR 3. 

Then we can rewrite (10) as the surface integral 

(1)< ), g) == L) d4hc.D(h)g(h), (12) 

which has the same formal structure as the integral (9). 
The distributions D( ) and the Fourier transforms 

b( ) are coupled by the equations 

D( lex) = [IY)(k), eikXJ = r d4h1J(h) e
ihX

, (13) 
(21T)4 Js() (21T)4 

b( )(k) = [D( lex), e-ikX] = r dV.D(z)e-ikZ. (14) 
Js( ) 

It should be emphasized that integrals (13) and (14) 
are not convergent and must therefore be evaluated 
by means of some limiting procedure such as (2) and 
(3). When this is done one obtains as generalized 
limits the invariant functions D( lex) and b( )(k). 
Comparing Eqs. (9) and (12) one is motivated to say 
that in a certain sense the analytic kernel <D(h) is the 
"Fourier transform" of the analytic kernel i>(z), and 
that with respect to these kernels the surfaces §() 

are "Fourier transforms" of the corresponding 
surface s( ). 

III. FREE-SPINOR FIELDS 

The analytic formalism described above generalizes 
in a straight forward way to include all free-spinor 
fields of Kemmer type. Let X(x) = (Xl (X) , ..• , Xn(x» 
be an arbitrary Kemmer-type field operator which 
belongs to a spinor space of dimension n. Associated 
with this field are the various invariant functions 
K( lex) = ([K( )(x)g~D, which are n X n matrices whose 
components K( lex) are distributions defined on .it 
For example, the causal propagator is KC(x)g~ = 
i (01 TXg(x)X:(O) 10). As may be recalled, Kemmer­
type fields are characterized by the property that their 
invariant functions can be derived from those of the 
scalar field of same mass by means of a linear first-

order differential operation 

K( )(x)Sq = (ir;~o" + Ms~)D( lex), 

where r~~, f-l = 0, 1,2,3, and MSq are n X n matrices 
of constant coefficients indexed by spinor numbers 
~, 'Yj; we shall use the symbol a" as shorthand for 
a/ox" or %z" depending on context. 

Let us associate with the field X the analytic "par­
ticle kernel" .](,(z) == [(.](,(z)Sq)] which is the n x n 

matrix whose components are given by 

.](,(z)Sq == (ir;qO" + MSq)i>(z), (15) 

then for every spinor J(z) = [fl(Z), ..• ,fn(z)] whose 
componentsJq(z) belong to the space.4:, we have 

(K( ),f)s == (J d
4
xK( )(X)!(X»)s = (L) d

4
z.](,(z)!(Z»)s 

(16) 

where the surfaces of integration s( ) are the same as 
those used in the preceding section. Thus, the invariant 
distributions of free particle fields are all analytic 
functionals, being simply various "boundary values" 
of their respective analytic kernels. 

To illustrate these ideas let us consider the fields 
of quantum-electrodynamics. The "electron-positron 
kernel" associated with the Dirac field 1p is the 4 X 4 
spinor matrix 

8(z) == (iy"o" + M)i>(z) 

= ~ H~1)[M(Z2)!] _ iy"z" H~1)[M(Z2)!], 
81T(Z2)f 81TZ2 

where M is the mass of the electron and y", f-l = 
0, 1, 2, 3 are the 4 x 4 Dirac matrices. The invariant 
functions of this field are defined by 

(S( ),f) =Jd4xS( )(x)!(x) =1 d4zS(z)!(z). 
s( ) 

The "photon kernel" associated with the electro­
magnetic potential A (in a preselected gauge) is the 
second rank tensor 

~(z)". = g".i>(z)lm~o = 4 g:~ 2' 
1T IZ 

and the invariant functions of the electromagnetic field 
are defined by 

(p( ),f) =Jd4XP( )(x)!(x) =1 d4Z~(Z)!(Z). 
s( ) 

When the invariant distributions are represented 
as analytic functions the problem of multiplying then 
is considerably simplified. We treat this problem in 
the next section. 
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IV. MULTIPLICATION OF INVARIANT 
DISTRIBUTIONS 

A. Products in Configuration Space 

Let J() and K() be two invariant distributions of 
the same type, that is, both causal propagators, or 
both negative frequency commutators, etc. [In 
quantum field theory we encounter only products 
whose factors are of the same type. This is because the 
time-ordering operator T, Heaviside function o (XO) , 
etc., which multiply products of fields affect equally 
all of the fields which occur in the product.] We wish 
to define the product distribution J( ) . K( ) as a linear 
functional on the space A 

(J< ) . K( >'f) == f d4xJ< )(x)K( )(x)f(x). 

Clearly, two properties that must be required of this 
product are: (i) Lorentz invariance, and (ii) away 
from the light cone x2 = 0 where the invariant 
functions behave like ordinary functions, this product 
should behave like the usual function product. 

Since J<) and K() are "boundary values" of their 
respective analytic kernels '6(z) and J\,(Z) , it would 
seem natural to take for their product the corre­
sponding "boundary value" of the product of their 
"kernels" 

(J< ) . K( ),f) == L )d4z'6(z)J\,(z)f(z), for f E A 

(17) 

This definition certainly fulfills the above-mentioned 
requirements, but unfortunately integral (17) con­
verges only for the cases where J( ) and K( ) are com­
mutator distributions. Indeed, when J( ) and K() are 
propagators the surface of integrations s() touches 
the light-cone at the origin and the singularities of the 
kernels '6(z) and J\,(z) combine to make '6(z)J\,(z) 
nonintegrable in the neighborhood of this point. (It 
is this nonintegrability that is responsible for the 
divergence of the second-order self-energy processes.) 
We shall therefore temporarily reject definition (17) 
and seek some modification which will preserve its 
essential properties but will eliminate the divergence 
difficulties. 

From Eqs. (5) and (15) it is clear that the strongest 
singularity of the product '6(z)J\,(z) (or more generally 
the product of any finite number of kernels) is a term 
of the form 

where a and b are nonnegative integers and r v are 

constant matrix coefficients. Let us call 

O=2b-a-4 (18) 

the "index of divergence" of '6(z)J\,(z). Since 0 ~ 0 
for any product, '6(z)J\,(z) is nonintegrable through 
the origin. However integral (17) would converge 
there if fez) had a zero at the origin of order 0 + 1. 
Let us therefore adopt the following definition for the 
product of two invariant functions of the same type: 

(J( ) . K( ),f) == L lz'6(z)J\,(z) 

X {fez) - ~ ~ (01'1 . .. 01'1(O»ZI'1 ... Zl'i}' (17') 
3=OJ. 

for each f E A. This definition is clearly Lorentz in­
variant and it makes no use of cutoff parameters or 
limiting procedures. [It is interesting to note that 
while 0 given by (18) is the smallest upper limit of 
summation for which integral (17') converges at the 
origin, it is also the largest upper limit for which (17') 
converges at infinity provided J and K correspond to 
fields with nonzero mass. This surprising fact follows 
in a straightforward way from the fact that analytic 
kernels (15) have the asymptotic behavior 

e-(3ITi)/4 (2m)l e im(z2)1 

J\,(z) ~ (WI'01£ + M) -- - --
87T 7T (Z2)! (19) 

Thus, the value of index 0 is uniquely determined by 
the requirement that integral (17') converge both at the 
origin and at infinity.] 

The product J( )(x)K( lex) defined by (17) and the 
product defined by (17') are identical except possibly 
at the origin. Indeed, the formal difference between 
these products is the distribution 

where 

8 
'" a ( ) 01'1 ... Ol'i b(x) 
£., 1'1'" 1'1 ' 
j=O 

a~~" 'I'; == L lZ'6(z)J\,(Z)ZI'1 ... zjl;' 

In the case of products of commutator distributions 
(17) and (17') are even identical at the origin, since 
a~:" 'I'I = 0 by virtue of the fact that the contours 
<r+- and cr- can be closed in the upper and lower half­
planes, respectively. In the case of products of 
propagator distributions, integral (17') represents a 
"Hadamard-type" 7 regularization ("finite part") of 
integral (17). Such regularizations are often used in 
the theory of distributions because they have the 

7 J. Hadamard, Lectures on Cauchy's Problem in Linear Partial 
Differential Equations (Dover Publications, Inc" New York, 1952). 
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important property of preserving derivatives, in the 
sense that the derivative of the Hadamard regulariza· 
tion of a function is equal to the Hadamard regulariza· 
tion of the derivative of the function. In light of the 
foregoing remarks, it is clear that equation (17) can 
be regarded as the definition of multiplication pro· 
vided that the integral is understood in the sense of 
Hadamard's finite part (17') whenever it would 
otherwise diverge. 

The scattering matrix terms which correspond to 
second· order self-energy processes have the following 
structure 

f d4xl f d4x2JC(Xl - x2)KC(xl - X2)CP(X1)1j1(X2), 

where the functions cP and 1j1 are determined by the 
incoming and outgoing states. The above definition 
of multiplication enables us to calculate these quan· 
tities without encountering ultraviolet divergences. 

(To simplify the exposition we shall now restrict 
our considerations to products of causal propa· 
gators.) 

Next in order of complication among the scattering­
matrix terms that usually diverge is the third-order 
"vertex part" which has the following structure 

f d4xJ d4X2f d4xaJ"(X2 - x1)KC(xa - x1)L"(xa - x2) 

X cp(x1)1j1(xz)D.(xa). 

In order to evaluate such quantities we shall define 
the product JC(x)KC(x + u)L"(u) as a distribution 

(J"(x)KC(x + u)L"(u),J(x, u») 

= f d4x f d4uJ"(x)KC(x + u)L"(u)f(x, u) (20) 

on the space .t{;2 of all functions fez, w) which are 
analytic in the two complex 4·vectors z = x + iy 
and w = u + iv in some "strip": lyl2 + Ivl2 < p2 and 
within this strip vanish at infinity faster than any 
negative power of Ixl2 + lu\2. Again applying the rule 
that the product of "boundary values" of various 
analytic kernels should be the "boundary value" of the 
product of these kernels, we define (20) as the two· 
fold surface integral 

(J"(x)KC(x + u)L"(u),J(x, u» 

==I. d4zI. d4w(t(z)J\,(z + w)L(w)f(z, w), (21) 
l; SC(_z) 

which is to be understood in the sense of Hadamard's 
finite part as will be explained below. 

FIG. 6. The contour a'( -z). 

First let us describe the surfaces of integration: the 
z integration, which we have elected to perform last, 
is to be taken over the causal surface SC. Therefore, 
for purposes of describing the w integration we can 
suppose that y == 0, and that -zo lies in the interiors 
of the 2nd or 4th quadrants except when it passes 
through the origin. The kernel of the w integration 
has singularities on the complex light·cones w2 = 0 

and (w + Z)2 = O. For fixed z = (~), and fixed 

w = u + iO these singularities are located in the 
Wo = Uo + ivO plane at the points WO = ± lui and 
WO = -ZO ±Iu + xl (see Fig. 6). Let us construct 
branch-cuts from infinity parallel to the real axis 
which terminate at these four points. Let aC

( -z) be 
defined as that contour which threads through the 
gaps between these branch cuts as depicted in Fig. 6. 
Then integration over SC( -z) is defined by 

Clearly, one can make the contours aC
( -z) depend 

on u in a suitable continuous way so that SC( -z) 
becomes a smooth four-dimensional surface in w 
space. Also, by collecting SC and se( -z) together, we 
can re-express the iterated integral (21) as a surface 
integral over a smooth eight-dimensional manifold, 
call it s~, in the sixteen·dimensional space of the two 
complex four·vectors z and w: 

[J"(x)KC(x + u)L"(u),J(x, u)] 

== f f d4z A d4w(t(z)J(,(z + w)L(w)f(z, w). (22) 

82 ' 

The singularities of the integrand of (22) lie on the 
three 14-dimensional surfaces Z2 = 0, (z + W)2 = 0, 
and w2 = O. The surface of integration si touches 
these singular surfaces when z = 0, z = -w, and 
w = 0, respectively. However, s~ touches these 
surfaces one at a time except for the case z = w = O. 
Therefore, we shall assign a finite value to (22) by 
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taking its Hadamard finite part at the point z = w = 0: 

[JC(x)KC(x + u)J5(u),j(x, u)] 

== f f d4z A d4w(t(z)J\,(z + w)qw) 

c 

: {fez, w) - i . 1 Olli . .. OlliOVl . .. OVr 
Hr=O (j + r)! 

X f(O, O)ZIlI •.. ZIlIWVI ... wvr}. (22') 

Here () is the smallest upper limit of summation for 
which (22') converges. 

B. Momentum-Space Representation 
of Products 

The usefulness of the analytic functional representa­
tion for invariant distributions and their products 
stems from the fact that these quantities are defined 
completely within the context of complex analysis. 
As a consequence, the causes of ultraviolet diver­
gences can be traced to bona fide singularities of 
certain analytic functions, and methods can be devised 
to "regularize" these singularities without violating 
the conditions of causality and Lorentz invariance. 
However, it is certainly not intended that scattering 
matrix elements be evaluated by computing compli­
cated surface integrals in complex space-time. For 
this purpose, we shall employ the usual momentum­
space representation for causal propagators, viz., 

rllk -M 
XC(k) = Il (where f: -+ 0+), 

k 2 
- m2 + if: 

and re-express products such as (17') and (22') in 
terms of these comparatively simple expressions. 

For reasons of brevity the derivations presented in 
this section are purely formal. However, the same 
results can be obtained in a rigorous way by applying 
essentially the same argument using sequences of 
functions which approach the causal propagators, 
but whose members form convergent convolution 
integrals. ~ 

The Fourier transform JC. KC of the product of 
causal propagators JC. K C is defined by the identity 
/"'-... 

(Jc. KC,l) == (Jc. KC,f), where 1 is the Fourier trans-
form off. Thus 

~ 
f d'k[JC . KC](k)l(k) 

= f d'x[JG . KG](x)f(x) 

= f d'x[unreg JC. KC](x) 

x {f(X) - ~ ~, Olli . .. 01l1(0)XIlI ..• Xlll }' (23) 
,=OJ. 

where [unregJC· KC] stands for the "unregularized" 
distribution product which is defined on the subspace 
of test functions that have () + I-order zeros at the 
origin. Taking the Fourier transform of (23) and 
using the fact that the transform of the unregularized 
product is the (formal) convolution integral 

-----..... f d' [unreg JCKC](k) == -.l!... JC(p)XC(k _ p). 
(21T)4 

We obtain 

~ 
f d4k[JCKC](k)1(k) 

~~ 
= f d4k[unreg JCKC](k)[f - !](k) 

=fd4kf d'p 4 JC(p)XC(k - P)[f-t](k), (24) 
(21T) 

where 

/'-,... 
[f - !](k) =l(k) 

61 ~ - ! :;- Olll ... oIl1(0)[XIl1 ... xll)(k). 
i=OJ. 

But the Fourier transform of Xlli ..• xllj is 

[x~](k) = (i)i(21T)401l1 .•. 01l1t5(k). 

Substituting this expression and the identity 

(i)i(21T)401l1 . .. 01l1(0) = (_)i f d4k'k'lll . .. k'Ilj'(k') 

into (24), we find 

/~ 
f d4k[JC· KC](k)f(k) 

d4 

= f d4k f (2~4 JC(p)XC(k - p)l(k) 

- f d'k f d4p f d4k' JC(p)XC(k - p) 

x i (-y (a ... 0 t5(k»k'Il
I 
... k'Il](k'). (25) 

j=O j! III Ili 

In the second term on the right-hand side of (25) we 
integrate out the k variable and then drop the primes 
to obtain 

where 

a a I ( _)10 ... a XC(_p) == _ ... - f(C(k - p) 
III Ili Oklll Oklll k=O 
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Therefore 

/~ 
[JC. KC](k) = I d4pJC(P){ KC(p - k) 

- f( -Y a '" aKC( - p)kl'I . .. kill} (26) 
j~O j! 1'1 Il, 

It is evident from the symmetry of the convolution 
operation, viz., 

I d4pJ(p)K(k - p) = I d4pK(p)J(k - p), 

that the roles of Jc and KC must be interchangeable in 
representation (26), i.e., 

/~ 
[JC. KC](k) = Id4P KC(P){JC(k - p) 

- ~ ( - )i a ... a JC( _ p)kl'1 ... kill} (26') f- ., III Il, ' 
,~o J. 

in order that (26) be the Fourier transform of a 
uniquely defined product. This is indeed the case, as 
may be verified by a somewhat intricate calculation 
which consists of showing that the coefficients of 
various combinations of the kill . .. kllJ terms in the 
difference between (26) and (26') are integrals of a 
differential of a three form which vanishes at infinity. 

The Fourier transform of the distribution product 
(22') is defined by the equation 

I d4k I d4q[~](k, q)l(k, q) 

== I d4x I d4uJC(x)KC(x + u)I5(u)f(x, u). 

A calculation similar to the one given above yields ------­[J"(x)KC(x + u)I5(u)](k, q) 

= f d4P KC(P){ JC(k - p)LC(q - p) 

6 (_ )i+r ~ -! (a ... a f(-p» 
i~O (j + r)! 1'1 Il) 

X (a.
l

• •• a.,LC( - p»klll. .. klllqVl. .. qv) (27) 

Thus, the effect in momentum space of taking the 
Hadamard finite part of a product in configuration 
space is to subtract from the integrand of the divergent 
convolution integral obtained by formal Fourier 
transformation of the product, the first few terms in 
its Maclaurin expansion. 

V. EXAMPLES FROM QUANTUM 
ELECTRODYNAMICS 

A. Vacuum Polarization 

The scattering amplitude corresponding to second­
order vacuum polarization (Fig. 7) is given, before 

FIG. 7. Scattering amplitude correspondence to 
second-order vacuum polarization. 

regularization and renormalization, by the divergent 
convolution integral 

unreg TI (p) 
Il' 

= --Tr d kYIl Y. ' ee I 4 1 1 
(27T)4i J< - M + i€ j( - jJ' - M + i€ 

where ji == yllall . According to the definition of distri­
bution products given in the preceding section, we 
should instead describe this process by the convergent 
integral 

TI( ) - ~TrId4k 1 
Il' P - (27Tti Yll )( - M + i€ Yv 

X { 1 _il[~ ... ~ 
1<-j1-M+i€ i~oj! apl'l aplll 

x 1 ] pilI ... pili} 
)< - jI - M + i€ k~O ' 

the upper limit of summation () = 2 being the index of 
divergence of the kernel product S(z)S( -z) that 
occurs in the space-time description of this process. 
Carrying out the indicated differentiations and simpli­
fying we find 

TI ( ) - ~Trfd4k 1 
IlV P - (27Tti Yll K - M + i€ 

1 1 
x Yv)( -]1'- M + i/l

)< _ M + i€ 

1 1 
x J1 )( _ M + i€]I )( _ M + i€ 

By the standard techniques, this integral can be 
evaluated in a straightforward way to yield 

_e2 2 :g- (p) = (27T)2 (PIlPv - gllvP ) 

X rld~(l - ~)~ log (2 M2 2)' (28) Jo M - e(l - e)p 

B. Electron Self-Energy 

Before regularization and renormalization, the 
second-order electron self-energy process (Fig. 8) is 

.. 
p 

FIG. 8. The second-order electron self-energy process 
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described by the divergent convolution integral 

unreg I(p) 

-~fd'k-l- I' 1 
- (27T)'i k2 + iE Y P - J<, - M + iE y,.. 

Applying the definitions of Sec. IV, we replace this 
expression by the integral 

e
2 f 1 I (p) = (27T)'i d'k k2 + iE 

,.{ 1 1 xy ------
1- ;e - M + iE -j(, - M + iE 

II} 
+ - j( - M + iE P _)< - M + iE Y,. 

=-- d'k--Y,.------e
2 f 1 1 

(27T)'i k2 + iE JI- j( - M + iE 

1 1 
x JI 1~ M + . J1 v M + . y,., 

-,.. - lE -,... - lE 

where we have subtracted from (]I - It - M + iE)-1 
the first two terms in its Maclaurin expansion in 
accordance with the fact that the kernel product 
S(z)~(z), which occurs in the space-time description 
of electron self-energy, has index of divergence () = 1. 
A comparatively simple calculation gives 

e
2 il ( M2 ) I (p) = -2 d~(2M - ~,) log 2 2' (29) 

87T 0 M - ~p 

It may be easily verified by direct computation that 
amplitudes (29) and (30) are related by the Ward 
identity ov! (P) = rv(p,O). 

D. Finite Renormalization 

In this section we shall use an asterisk to indicate 
quantities that are renormalized to second order. 

The vacuum-polarization amplitude II,.v given by 
(28) agrees precisely with the renormalized amplitude 
II!v that is obtained for this process by means of the 
standard regularization and subtraction procedures 

II* (p) = II (p), (31) 
ltV ltV 

and consequently it requires no renormalization. 
Thus to second order we have Zs = 1. 

The renormalized second-order electron self-energy 
amplitude I* is characterized by the (formal) 

FIG. 9. Vertex part. 

C. The Vertex Part 

The vertex part (Fig. 9) is described by the divergent 
convolution integral 

e
2 f 1 

unreg P(p, k) = (27T)'i d'q (p _ q)2 + iE 

1 1 x y" yV _____ y . 
If - j( - M + iE II - M + iE I' 

When this amplitude is modified according to (27) 
(with () = 0), we obtain the expression 

rV(p, k) 

-~fd4 { 1 I' 1 
- (27T )'i q (p - ff)2 + iE Y It - j( - M + i 

1 I' 1 }v 1 
- q2 + iE Y {/ - M + iE Y ff - M + iE Y,. 

A standard-type calculation yields 

properties 

I* (p) Ip=M = 0 and :"I (p) I;=M = o. 

This amplitude differs from (29) by a first-degree 
polynomial in I 

I* (P) = ! (P) - lJM - (l - Z2)(P - M), (32) 

where 

and 

5 e2 

lJM = '" (p)1 -M = --M 
"" 1= 32 7T

2 
' 

(1 - Z2) = ~I (P)lp=M' (33) 

[The quantities (29), (30), and (33) contain an infra­
red divergence; therefore during intermediate cal­
culations we shall assume that the photon has an 
infinitesimal mass.] 
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The renormalized vertex part amplitude differs from 
expression (30) by a constant 

r*(p, k) = rv(p, k) + (1 - Z1)YV' (34) 

Taking Z2 = Z1, r~ will satisfy the Ward identity with 
respect to L *. 

The effect of subtractions (32), (34), and trivially 
(31) is the finite renormalization 

M --+ M* = M + 15M R> (1 + 6h-)M, 
Z1 

e --+ e* = ---! e = e. 
Z2(Z3) 

Thus, when second-order scattering amplitudes are 
calculated in accordance with the definitions of 
distribution products given in Sec. IV, no ultraviolet 
divergences arise and the only renormalization 
required is that corresponding to a small increment 
in electron mass. 

The definition of distribution products given in 
this paper constitutes a type of regularization which 
has been anticipated by a number of authors; in 
particular, see the extensive work by Caianiello.8 

Indeed, the "finite part" integrals (17') and (22') are 
special realizations of the Caianiello "I integrals." 
However, it should be noted that (17') and (22') are 

8 E. R. Caianello, Nuovo Cimento 13,637 (1959); 14, 185 (1959); 
18, 505 (1960). 

not precisely "finite parts" in the strict sense of 
Hadamard, since we do not first split off the polar and 
logarithmic singularities of a nonintegrable product 
of particle kernels and apply the regularization only 
to these singular terms. Besides simplicity, the ad­
vantage of applying the regularization to the entire 
product lies in the fact that the exponential decay at 
infinity of kernels corresponding to particles of non­
zero mass allows us to avoid the introduction of 
regularization cut-offs and the nonuniqueness that 
such cutoffs entail. Unfortunately, when particles 
of zero mass are involved, infrared divergences are 
encountered. However, this is a well-understood 
problem which can be handled by the introduction of 
infinitesimal masses in the intermediate calculations. 

It is possible to generalize the definition of distri­
bution multiplication given in Sec. IV.A to include 
all such products of causal propagators as arise in the 
perturbation description of scattering. This generaliza­
tion will be described in a subsequent paper soon to 
be published. 

The author wishes to express his sincere apprecia­
tion to Professor M. M. Schiffer whose questions 
began the work contained in this paper and whose 
criticism and suggestions (particularly the one con­
cerning the use of Hadamard's finite part for 
regularization) have been invaluable. 
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As a first step toward a treatment of soft-photon processes which is free of infrared divergences and 
avoids the necessity of introducing a fictitious photon mass, the specification of asymptotic photon 
states belonging to non-Fock representations is discussed. As in the work of Chung, a basis consisting 
of generalized coherent states is used, but in contrast to his work, these states are rigorously defined in 
terms of von Neumann's infinite tensor product. It is shown that the states must be given an additional 
label which serves to distinguish various "weakly equivalent" vectors, and which corresponds formally 
to an infinite phase factor. A nonseparable Hilbert space JeIR is defined (as a subspace of the infinite 
tensor-product space) which may be regarded as the space of all possible asymptotic photon states. The 
interaction of the electromagnetic field with a prescribed classical current distribution is discussed, and 
it is shown that a unitary S operator, all of whose matrix elements are finite, may be defined on JeIR. 

1. INTRODUCTION 

The basic principles underlying the infrared 
divergence problem of quantum electrodynamics 
have been well understood since the classic paper of 
Bloch and Nordsieck.1 The comprehensive treatments 
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1 F. Bloch and A. Nordsieck, Phys. Rev. 52, 54 (1937). 

given by Yennie, Frautschi, and Suura,2 Eriksson,3 
and others4 provide a consistent method of calculating 
infrared divergence-free transition probabilities to all 

2 D. R. Yennie, S. C. Frautschi, and H. Suura, Ann. Phys. 
(N.Y.) 13, 379 (1961). 

3 K. E. Eriksson, Nuovo Cimento 19, 1010 (1961). 
• J. M. Jauch and F. Rohrlich, Helv. Phys. Acta 27,613 (1954); 

R. J. Glauber, Phys. Rev. 84, 395 (1951); E. L. Lomon, Nucl. Phys> 
1,101 (1956); Phys. Rev. 113, 726 (1959); S. Weinberg, Phys. Rev. 
140, B516 (1965). 
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calculated in accordance with the definitions of 
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required is that corresponding to a small increment 
in electron mass. 

The definition of distribution products given in 
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orders in the fine-structure constant. They are never­
theless not entirely logically satisfactory. For to 
obtain a finite result it is necessary to give the photon 
a nonzero mass A. (or to cut off the integrals in the low­
energy region), to compute the sum of an infinite 
number of terms, representing the probabilities for the 
emission of n soft photons, and only later to take the 
limit A. -+ O. In this limit each individual term in 
the sum vanishes (when computed to all orders 
in at) although the sum remains finite. 

It has long been realized5 that the fundamental 
reason for this unfortunate circumstance lies in the 
assumption, implicit in the conventional perturbation 
calculation, that the asymptotic states contain finite 
numbers of photons and so belong to the familiar 
Fock representation of the canonical commutation 
relations. In reality, if the initial state contains a finite 
number of photons, the final state will in general 
contain infinitely many soft photons, though with 
finite total energy. A correct description of this 
process must therefore involve the use of representa­
tions unitarily inequivalent to the Fock representation. 
If we are to allow the initial and final state to belong 
to anyone of the possible representations; then we are 
forced to use a nonseparable Hilbert space, which may 
be decomposed into the direct sum of an uncountably 
infinite number of separable Hilbert spaces. 

A significant step in this direction was provided by 
the paper of Chung6 which aimed to show that one can 
find certain states, outside the Hilbert space of the 
usual Fock representation, between which the S­
matrix elements are finite. Two criticisms of this 
approach can be made, however. One is that it still 
retains, as a calculational tool in the intermediate 
steps, the device of giving the photon a finite mass. 
This is inevitable in any method which relies on 
summing Feynman diagrams. The second point is 
perhaps rather more technical, but also more import­
ant if one wishes to place the theory on a satisfactory 
mathematical foundation. The asymptotic states are 
taken to be coherent states, suitably generalized to 
allow an infinite expectation value for the total 
photon number. However these states are only 
rather loosely defined, and as a result the calculated 
matrix elements contain infinite phase factors which 
are simply discarded. Of course an over-all phase 
factor in the S matrix is unobservable and it might not 
be unreasonable to discard such a factor 'even if it 
were divergent. However the relative phases of different 

6 See, for example, K. O. Friedrichs, Mathematical Aspects of the 
Quantum Theory of Fields (Interscience Publishers, Inc., New York, 
1953), Sees. 14 and 19. 

• V. Chung, Phys. Rev. 140, B1110 (1965). 

S-matrix elements are in general observable, and 
should be retained. 

It is one of the main aims of the present paper to 
remedy this defect, and to show that generalized 
coherent states can be defined in a rigorous way, and 
that the S-matrix elements between them are finite. 
This provides a more rigorous justification for the 
approach adopted by Chung. It is natural to define 
these states in terms of the infinite tensor product of 
Hilbert spaces introduced by von Neumann. 7 In fact 
we shall define a nonseparable subspace JeIR of this 
tensor-product space which contains all the states 
belonging to representations of interest in the discus­
sion of the infrared problem. The space decomposes 
into the direct sum of uncountably many separable 
Hilbert spaces in each of which the representation of 
the canonical commutation relations is irreducible. 
The representations so obtained are among those 
which have been discussed by Klauder, McKenna, 
and Woods, 8 and our work at this point may be 
regarded as a specialization of theirs. 

An important feature of von Neumann's treatment 
of the infinite tensor product is the distinction he 
draws between equivalence and weak equivalence of 
product vectors. Equivalent vectors belong to the 
same irreducible representation, and have well-defined 
finite scalar products. Weakly equivalent (but non­
equivalent) vectors on the other hand belong to 
irreducible representations which are unitarily equiv­
alentS but defined on distinct, mutually orthogonal, 
separable subs paces of the tensor-product space. 
Their scalar products are represented formally by 
infinite products with divergent phase factors to which 
the value zero is conventionally assigned. A particular 
physical state may thus be represented by anyone of 
an uncountably infinite class of weakly equivalent 
vectors. It follows that the conventional labeling of 
states is not adequate to select a particular vector 
(or even ray) in the tensor-product space, and must be 
supplemented by an additional label which serves to 
distinguish the various equivalence classes within each 
weak equivalence class. (One can, however, define a 
generalization of the concept of a ray such that the 
generalized rays are in one-to-one correspondence 
with the physical states of the system.) 

We begin in Sec. 2 with a brief discussion of the 
photon states in the familiar Fock representation. 
This discussion serves mainly to introduce the 
notation, and to summarize some of the properties 
of the coherent states. The explicit construction of 

7 J. von Neumann, Composito Math. 6, 1 (1938). 
• J. R. Klauder and J. McKenna, J. Math. Phys. 6, 68 (1965); 

J. R. Klauder, J. McKenna, and E. J. Woods, J. Math. Phys.7, 
822 (1966). 
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generalized coherent states belonging to the various 
infrared representations in terms of the infinite tensor­
product space is carried out in Sec. 3. An important 
role in this discussion is played by certain unitary 
operators defined as tensor products of unitary 
operators on the Hilbert spaces from which the 
tensor-product space is formed. These operators 
essentially provide an extended representation of the 
canonical commutation relations on the entire tensor­
product space, and by restriction on its subspace JeIR • 

In Sec. 4 we consider the interaction of the electro­
magnetic field with a given classical current distribu­
tion. We compute the scattering matrix elements 
between generalized coherent states, and show that a 
unitary S operator can be defined on the space JeIR • 

Indeed we show that the S operator may be identified 
with one of the unitary operators already introduced. 
The conclusions are summarized in Sec. 5. 

The interaction of the electromagnetic field with 
other quantized fields may be handled in a similar 
way. However, the problem is somewhat complicated 
in this case by renormalization problems and by the 
need to consider wavefunctions for the charged 
particles with the characteristic Coulomb asymptotic 
behavior. This problem will therefore be deferred to a 
subsequent paper. 

2. PHOTON STATES IN THE FOCK 
REPRESENTATION 

Mainly in order to fix our notation, we begin by 
discussing the states of a free electromagnetic field 
in the usual Fock representation. 

The field may be described by a vector potential of 
the form 

A (x) =I ~ [a (k)eik
.'" + a*(k)e-ik

''''] (1) 
/l (27T)32kO /l /l ' 

with kO = Ikl and k . x = k· x - kOxo. The creation 
and annihilation operators satisfy the commutation 
relations 

[aik), a:(k')] = Y/l.(k)(27T?2kODik - k'), (2) 

where Y /lv(k) is a function depending on the choice of 
gauge. Since we wish to use a Hilbert space with 
positive-<iefinite metric containing only physical 
states, we must choose Y /lv(k) to be a projection 
matrix ofrank 2, orthogonal to k/l; that is, we require 

y:(k)Yp.(k) = Y/lv(k), 

y~(k) = 2, (3) 

kIlY/lv(k) = o. 
Its most general form is 

YJlv(k) = g/lV - k/ll:(k) - lik)kv, (4) 

where 1* ·1= 0 and k· 1 = O. For example, in the 
radiation gauge, the only nonvanishing components 
are 

Yii(k) = Dij - k;kJik2
, 

corresponding to the choice 

1 = (-kO, k)/2k2• 

(5) 

(6) 

Now let us consider the labeling of single-photon 
states. We introduce first the space x,p of photon 
wavefunctions P(k) which satisfy the conditions: 

and 
k/lfik) = 0, (7) 

I(2~~2kOf/l*(k)f/l(k) < 00. (8) 

We denote the scalar product in this space by 

(f*g) = I (27T~~2kOf:(k)gl1(k). (9) 

This scalar product is positive-semidefinite, but not 
definite, since x,p contains a subspace x'z of vectors 
of zero norm, namely those of the form 

JIl(k) = kl1g(k), (to) 

which by virtue of (7) are orthogonal to all vectors in 
x,p. Two wavefunctions which differ by an element of 
x'z describe the same physical one-photon state. In 
other words, the"physical one-photon Hilbert space X, 

may be identified with the factor space X,p/X,z. In X, 

the scalar product defined by (8) is of course positive­
definite. The choice of a gauge amounts to choosing a 
particular representative from each of these equiv­
alence classes of wavefunctions, namely, the one 
which satisfies 

Y /lv(k)r(k) = fi k ). (11) 

Now let us consider the Hilbert space Je of the Fock 
representation. Corresponding to eachfE x,p we may 
introduce creation and annihilation operators de­
noted, by an obvious extension of the scalar-prod­
uct notation (9) by (a*f) and (f*a). These operators 
are gauge invariant; that is to say they are unchanged 
either by making a gauge transformation of the 
operators 

a/k) -+ a/l(k) + k/lA,(k) 

or by adding to f an element of x,z. They have there­
fore a well-defined meaning as operators on Je, 
independently of any choice of gauge, and may be 
regarded as being labeled by elements of X, rather than 
x,p. From the commutation relations (2) together 
with (4) and (7) one derives the commutators 

[(f*a), (a*g)] = (f*g). (12) 
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It is often more convenient to re-express these 
relations in terms of the unitary operators obtained 
by exponentiation, 

U(f) = e(a*tHt*al 

= e(a*tle-u*ale-Iu*!), (13) 

in the form 

(U f)U(g) = U(f + g)el[(g·fH/*glJ. (14) 

The coherent states9 in Je are labeled by the ele­
ments of :1(" and are defined by 

If) = U(f) 10), (15) 

where 10) is the vacuum state defined by the condition 

(g*a) 10) = 0, (16) 

for all g E:1(,. These states are all eigenstates of the 
annihilation operators (g*a): 

(g*a) If) = If) (g *f)· (17) 

It follows that these states are in one-to-one 
correspondence with classical solutions of the wave 
equation. In fact 

<II Aix) If) = F/J(x) 

=J dk [I. (k)eik
.:!: + f*(k)e-ik."'l. 

(27T)32ko /J /J J 

(18) 

They form an overcomplete family of states in Je 
with the scalar products 

(g If) = e(g·/l-l(g*gl-lu*fl, (19) 

and the formal completeness relation 

JIf)[dJ]<l1 = 1. (20) 

The measure [df] may most simply be defined in 
terms of an orthonormal basis {en} in :1(,. If we set 
fn = (e:j) then 

[dJ] = IT d2
fn = IT d(Re fn) d(Im fn} . 

n 7T n 7T 

(This definition can be made rigorous, but we shall 
not make it so here.) 

Finally we note the effect of translation operators 
eiP'a on the coherent states. One has 

(21) 
where 

• I. Schwinger, Phys. Rev. 91, 728 (1953); R. I. Glauber, Phys. 
Rev. 131, 2766 (1963); S. S. Schweber, I. Math. Phys. 3, 831 
(1962); V. Bargmann, Proc. Nat!. Acad. Sci. U.S. 48, 199 (1962). 

In the following section we consider the problem 
of defining generalized coherent states corresponding 
to wavefunctions f/J(k) for which (f*f) = 00. 

3. INFRARED REPRESENTATIONS 

This section is devoted to an explicit construction of 
a certain class of "infrared" representations of the 
canonical commutation relations. These representa­
tions are among those which have been discussed by 
Klauder, McKenna, and Woods,s using the infinite 
tensor-product spaces introduced by von Neumann.7 

Our discussion differs from theirs mainly in the 
emphasis we place on the role of the coherent states. 
We also define and discuss a certain nonseparable 
subspace of the tensor-product space, which will 
play an important role in our later discussions. 

Although we are of course primarily interested in 
the case of the electromagnetic field, our discussion in 
this section will be more general. We assume that we 
are given a one-particle Hilbert space :1(, in which a 
scalar product (f*g) is c.iefined, and seek representa­
tions of unitary operators U(f) satisfying (14). In 
fact, when we come to look for representations other 
than the Fock representation, it is too strong a 
requirement to demand that every operator U(f) be 
represented. We shall require this not for all fE:1(, 

but only for those in some dense linear subspace 
A of:1(,. It will not be necessary at this stage to specify 
A more precisely. In fact, however, for application 
to the infrared problem, the essential feature of the 
functions f E A is that they .should vanish appropri­
ately at k = O. 

Now let {en} be an orthonormal basis in:1(, such that 
each en E A. For each f E:1(, we denote by {In} the 
sequence of complex numbers fn = (e:n. For later 
convenience we also define A* to be the dual vector 
space to A. Thus for each f E A and g E A*, the 
"scalar products" (f*g) and (g*f) are well defined. In 
particular, since en E A we can extend the representa­
tion by sequences from:1(, to A*, and for each g E A* 
define gn = (e!g), although of course the sequence 
{gn} need not be square-summable or even bounded. 
Clearly also the scalar product may be represented by 
the absolutely convergent sum (f*g) = !n f:gn' Note 
that A C :1(, c A*. In our case A* will represent the 
extended space of possible photon wavefunctions. 

For each n, let Jen be a Hilbert space on which an 
irreducible representation of the commutation rela­
tions for a single degree of freedom 

(22) 

is. defined. We denote the corresponding unitary 
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operators defined for all complex numbers z by 

U n(z) = exp (a~z - z*an ). (23) 

The vacuum state 1Jlon E Jen is defined by 

an1Jlon = O. (24) 

Clearly the right-hand side is again a product vector. 
To show that U@ defines an operator on Je~, it is 
enough to show that if 

r 

11Jl) = !ci IT (8) 1Jlin = 0, 
i~l n 

We now recall the definition of the infinite tensor- then also U@ 11Jl) = O. But 
product space 

(25) 

To every sequence 1Jl = {1Jln} of normalized vectors 
1Jln E Jen , II tpn II = I, we assign a product vector 

(The map from sequences to product vectors is not 
required to be one-to-one. The conditions for the 
product vectors defined by two sequences to be equal 
will be specified below.) Two such product vectors 
14» and Itp) are equivalent, 14» "" Itp), if and only if 

! 11 - (4)n' tpn)1 < 00. (26) 
n 

In that case, their scalar product is defined to be the 
convergent product 

(4) I tp) = IT (4)n' tpn)· (27) 
n 

Scalar products of inequivalent product vectors, 
represented formally by divergent products, are 
conventionally assigned the value O. 

Now consider the vector space Je~ consisting of all 
finite linear combinations of product vectors, with 
scalar product defined by linearity from (27). In order 
to ensure that the scalar product so defined is positive 
definite, two such linear combinations are defined to be 
equal if their scalar products with all product vectors 
are equal. Then the complete direct-product space Je@ 
is the completion of Je~ with respect to the norm so 
defined. It is a nonseparable Hilbert space. However, 
the closed linear subspace Je@(1Jl) spanned by product 
vectors equivalent to a given product vector 11Jl) is 
separable. (This space is called the "incomplete 
direct-product space determined by Itp)," although the 
name is rather unfortunate since the space is complete!) 

Let us now consider a sequence { Un} of unitary 
operators, with Un an operator on Jen . Then we show 
that one can define a tensor-product operator 

(28) 
n 

as an operator on Je@ by its action on product 
vectors, 

U®IT®tpn=IT(8)Untpn' (29) 
n n 

r r 

0= (tp I tp) =! LC:Ck IT (1Jlin, 1Jlkn) 
i~l k~l n 

r r 

= L !c:ck IT (Untpin' Untpkn) 
i~l k~l n 

= IIU@ Itp)112. 

(By convention, terms involving divergent products 
are zero.) This shows also that on Je~, U@ is unitary. 
It can therefore be extended by continuity to a unitary 
operator on Je@. 

Note that if 14» "" Itp), then also U@ 14» "" U@ Itp). 
Hence U ® maps each incomplete direct product 
space Je@(tp) isometrically onto Je@(tp') with 11Jl') = 
U@ Itp). Only in special cases is it true however that 
U@ Itp) "" Itp). When this is the case, then U@ defines 
a unitary operator on Je@(tp). 

We note also that if { Un} and {V n} are two sequences 
of unitary operators, then 

U@V@ = IT (8) Un' IT (8) Vn = IT (8) (UnVn). (30) 
n n n 

We now define certain unitary tensor-product 
operators. Let A = {An} be any sequence of real 
numbers. Then we define7 

(31) 
n 

If the series !n An converges absolutely, we denote its 
sum by 

(32) 
n 

(This notation is consistent with our earlier notation 
for scalar products.) In that case, 

(33) 

However if the series !n IAnl diverges, then V@(A) is 
not a multiple of the identity operator on Je@. Even 
in that case however, two sequences define the same 
operator if their difference yields a series which con­
verges absolutely to zero or a multiple of 27T. 

Just as in the familiar case of a separable Hilbert 
space, two vectors differing only by a phase factor 
describe the same physical state, so here two vectors 
related by one of these generalized phase transforma­
tions V@(A.) are physically equivalent. For V@(A) 
evidently commutes with all operators which can be 
constructed out of the operators an and a:. Thus it 
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would be reasonable to define the generalized ray in 
Je0 determined by a vector Itp) as the set of all vectors 
of the form V 0(1.) Itp). Then each physical state 
would be represented by a unique generalized ray. 

Two product vectors 14» and Itp) are said to be 
weakly equivalent, 14» "" wltp), if and only if 

V 0(1.) 14» "" Itp), 

for some I.. The condition for this is that 

~ (1 - 1(4)n' V'n)l} < 00. (34) 
n 

In that case, V 0(1.) maps Je0 (4)) isometrically onto 
Je0 (V')' 

Next, we define a unitary operator U o (f) for each 
fE .it*. (Note that we do not restrictfto belong to JC) 
Let {In} be the corresponding sequence, fn = (e:f). 
Then we set 

U 0{f) = II ® U n{fn) (35) 
n 

with Un(fn) defined by (23). 
The multiplication law for the operators Un 

together with the formula (30) yields for these tensor­
product operators the relations 

V 0(1.) V 0(,u) = V 0(1. + ,u), (36) 

~W~~=~~~W, ~ 

u 0(f)U o (g) = U 0(f + g) V 0W[f*g - g*f]), (38) 

where of course ii[f*g - g*fJ denotes the sequence 
{ti[f:gn - g:fn]}' In the case where the scalar 
product (f*g) is defined, that is when f or g belongs 
to .it, or when both belong to X, the corresponding 
series converges absolutely, and 

V 0W[f*g - g*f]) = exp H(g*f) - (f*g)]. 

For vectors f E.it which are finite linear combina­
tions of the basis vectors en, U 0(f) Itp) "" Itp) always, 
and so U o (f) defines a unitary operator, U(f) say, 
on each of the incomplete direct-product spaces 
Je0 (V')' Thus if we were interested only in such finite 
linear combinations we could obtain a representation 
of the canonical commutation relations in each such 
space, since (38) clearly reduces to (14). For our 
purposes however we need only a much more restricted 
class of representations, which may conveniently be 
described in terms of coherent states. 

The vacuum state 10) E Je0 is the product vector 

(39) 
n 

For eachfE.it* we then define a coherent state, as in 
(15), by 

If) = U o (f) 10). (40) 

It is easy to verify that for two coherent states, 
If) "" Ig) if and only if the sum 

(f*g - !f*f - tg*g) 

= ~ (f!gn - t Ifnl 2 
- t Ignl2

) (41) 
n 

is absolutely convergent. Their scalar product is then 
given by 

(fl g) = exp (f*g - tf*f - tg*g). (42) 

In particular, of course, If) E Je0 (O) = Je, the 
carrier space of the Fock representation, if and only 
iff E X. On the other hand If) "" wig) if and only if 
the real part of (41) converges, that is if and only if 
f - g EX. 

It will also be convenient to define the generalized 
coherent states 

for all f E.it* and all sequences J. of real numbers. 
(Actually it is sufficient for our purposes to consider 
only those sequences I. which can be constructed as 
linear combinations of sequences {I:gn} with f, g E 
.it*.) The scalar product of two such states is 

(f, I. I g,,u) = exp (f*g - If*f -lg*g - iJ. + i,u), 

(44) 

if the sum formally denoted by the exponent converges 
absolutely, and is zero otherwise. It is easy to see that 
If, I.) "" wlg,,u) if and only if f - g E X, and that 
If, I.) r-..J Ig, ,u) if and only if, in addition, the sum. 

Wlf*g - g*fJ + I. - ,u) 

converges absolutely. 
Let us denote the closed linear subspace of Je0 

spanned by the generalized coherent states by JeIR • 

This space depends of course on the choice of .it. 
or .it. It is clear that the operators U 0~ and V 0(1.) 
map JeIR onto itself, and therefore define unitary 
operators (which we again denote by the same 
symbols) on this subspace. It is interesting to note that 
if we had made the trivial choice .it = X = .it * , we 
would have obtained for JeIR the subspace spanned by 
vectors weakly equivalent to those of the Fock 
representation. 

It is easy to see that we have obtained a representa­
tion of the canonical commutation relations, that is of 
unitary operators U(f) for all f E.it on each of the 
incomplete direct-product spaces Je0 (g, I.) contained 
in JerR • For to prove this, we have only to show that 
U 0~ Ig, J.) r-..J Ig, I.), since we already know that 
U 0(f) maps Je0 (g, I.) isometrically either onto itself 
or onto some other incomplete direct product space. 
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But by (38) 

(g, AI U ®(f) Ig, A) = (01 U ®( -g)U ®(f)U ®(g) 10) 

= exp [-Hf*f) + (g*f - f*g)], (4S) 

and each term in the exponent represents a finite 
scalar product since f E A. It follows that U ®(f) 
defines a unitary operator U(f) on Je®(g, A), and that 
the operators so defined satisfy the relation (14). 
[Tl.ey can moreover easily be shown to satisfy the 
requisite weak continuity condition which allows the 
generators (a*f) and (f*a) to be recovered via Stone's 
theorem1o.] 

The operators U(f) define a cyclic representation 
of the relations (14) on Je®(g, A), which is completely 
characterized by the expectation functional (4S).11 
In fact, since U ®(g) acts as a translation operator on a 
and a* according to the formal relations 

U®(-g)aU®(g) = a + g, 
U®(-g)a*U®(g) = a* + g*, 

we may identify the representation on Je®(g, A) with 
the Fock representation of the translated operators 
a - g and a* - g*, with Ig, A) as the corresponding 
cyclic "vacuum" state. 

It is obvious from (4S) that the representations on 
Je®(g, A) for given g are unitarily equivalent for all A. 
Indeed, V ®(A) maps Je®(g) isometrically onto 
Je®(g, A) and commutes with U ®(f). Moreover it is 
easy to verify that the representations on Je®(f, A) and 
Je®(g, p,) are unitarily equivalent if and only if 
If, A) r-J wig, p,), that is if and only iff - g E J\,. For 
then U ®( -g) maps Je®(g) onto Je®(O), U ®(g - f) 
maps Je®(O) onto itself, and U ®(f) maps Je®(O) onto 
Je®(f). Thus 

U ®(f)U ®(g - f)U ®( -g) = V ®W[f*g - g*f]) 

maps Je®(g) isometrically onto Je®(f), and induces 
the unitary equivalence. (The unitary inequivalence 
for weakly inequivalent If> and Ig) has been established 
by Klauder, McKenna and Woods.S) 

An interesting consequence of the interpretation of 
the representation on Je®(g) as a Fock representation 
of translated operators is the following. We know that 
in the Fock representation on Je®(O) the operators 
U(f) are defined for all f E J\" not merely for f E A, 
and that the corresponding coherent states (1S) form 
an overcomplete basis with the scalar products (19) 
and the formal completeness relation (20). It follows 
that for all f E J\" the operators 

U®(g)Ufiif)U®(-g) = U®(f)V®(i[g*f- f*gD 

10 See for example, F. Riesz and B. Sz-Nagy, Functional Analysis 
(Frederick Ungar Publishing Company, New York, 1955), p. 380. 

11 H. Araki, J. Math. Phys. 1,492 (1960). 

define unitary operators on Je®(g), and that the 
corresponding states 

U ®(g)U ®(f) 10) = Ig + f, ti(g*f - f*g» (46) 

form an overcomplete basis in Je®(g) with the same 
scalar product and completeness relation as (19) 
and (20). Thus although the operators (a*f) and (f*a) 
can be defined in all of these representations only if 
f E A, we can nevertheless define operators which 
play the same role for allfE J\" namely ([a* - g*lf) 
and (f*[a - gD. 

We have so far defined these representations in 
terms of the infinite tensor-product space Je®, whose 
definition rests on choosing an orthonormal basis in 
J\,. However, this is not the only way of defining Jem . 
Instead we can work directly in terms of the integral 
which defines the scalar product in J\,. We now sketch 
this definition. 

H will be convenient at this point to specialize our 
discussion by introducing a particular choice for A. 
Let A consist of those functions f E J\, for which 

J dk (kO)-lf*(k)fll(k) < 00. (47) 
(27T)32kO Il 

Then A* may be identified with a set of equivalence 
classes of functions fll(k) for which 

J dk kO f*(k)fll(k) 
(27T)32ko- kO + 1 Il < 00. 

(48) 

[The denominator here is needed to avoid imposing 
extra conditions onfik) for large k.l Of course, as in 
J\" two functions define the same element of A* if 
their difference is proportional to kl'. 

Instead of sequences A of real numbers, we now 
consider real measurable functions A. As before 
[compare the remark following Eq. (43)], it will be 
sufficient to consider a restricted class of functions, 
namely, those which satisfy the condition 

(49) 

although it is not really essential to impose this 
restriction. Then for each such function A and each 
f E A*, we introduce a formal vector If, A). We say 
that two such formal vectors are weakly equivalent, 
If, A) r-J wig, p,), if and only iff - g E J\" and equiv­
alent, If, A) r-J Ig, p,), if and only if, in addition, the 
integral 

(ti[f*g - g*f] + A - p,) 

= I (2~~2kO {ti[f:(k)gl'(k) 

- g:(k)JIl(k)l + A(k) - ,a(k)} (50) 
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converges. If they are equivalent, their scalar procuct 
is given by (44), where the formal exponent 'lOW 

denotes an integral, while if they are inequivalent it is 
zero. 

Next we consider the vector space Je;R comprising 
all finite linear combinations of these formal vectors, 
with scalar product defined by linearity, and finally 
we define JeIR to be the completion of this vector 
space. The only problem in carrying through this 
program is that of proving that the scalar product so 
defined on JeIR is positive semidefinite. (That it is 
positive-definite is then a matter of definition. For, 
all vectors of zero norm have zero scalar products 
with all other vectors and are by definition the zero 
vector.) In fact, however, we can reduce the problem 
to a triviality. Since the scalar product between 
inequivalent vectors vanishes, it is sufficient to 
consider linear combinations of vectors chosen from 
one equivalence class, say that of Ig, ft). But there is a 
transformation between the vectors in the equivalence 
class of 10) and in that of Ig, ft) under which scalar 
products are preserved, namely, 

If, A) ~ Ig + f, A + ft + ii[g*f - f*g]). (51) 

Thus it is sufficient to prove the result for linear 
combinations of the basis vectors Ig,O) with g E J{,. 

But this amounts simply to a verification of the 
positive definiteness of the scalar product in the usual 
Fock representation. 

Having defined JeIR in this way we can of course 
define the unitary operators U ®(f) and V ®(A) by 
(43) and (36)-(38). In particular this defines a represen­
tation of the operators U(f) for f E A in each of the 
subspaces Je®(g, ft) spanned by vectors equivalent to 
a given Ig, ftl. The properties of these operators may 
be established as before. 

4. INTERACTION WITH A CLASSICAL 
CURRENT 

We now wish to discuss the problem of the electro­
magnetic field interacting with a prescribed c-number 
current distribution JIl(X) according to the equation 

allaYA,,{x) - a2AI'(X) = Jix), (52) 

where of course the current must be conserved, 

(53) 

If JIl(X) were confined to a finite region of space­
time, then we could solve (52) by standard methods 
and obtain a unitary S operator defined on the 
Hilbert space of the Fock representation. However if 
it does not vanish for large times, the S-matrix 
elements so calculated would be infrared divergent, 

which means that the interaction is capable of taking 
us out of this space (in the sense that th~ in-field and 
out-field representations are unitarily inequivalent), 
and we must work instead with the nonseparable 
Hilbert space JeIR . 

We define the Fourier transform of the current to be 

JIl(k) = f dxe-ik'IlJJIl(x) (54) 

and its mass-shell restriction as 

r(k) = JI'(/kl, k). (55) 

We suppose thatj does not belong to J{" but that it is 
restricted by (48) and so belongs to A*. (We also 
later require a restriction on the off-mass-shell part of 
J. Both conditions will be fulfilled for physically 
reasonable currents.) 

Let us now consider the S-matrix element between 
two generalized coherent states, 

(/, A out I g, ft, in)J 

= <f. A, n~t}1 S(J) Ig, ft, {~~t}). (56) 

where the subscript J denotes the presence of the 
external current. 

The simplest way to compute this matrix element is 
to use the variational derivative technique developed 
by Schwinger.12 The variational derivative with respect 
to the external current is given by 

_15_ (I, A, out I g, ft, in)J 
~JI'(x) 

= i(J, A, outl Aix) Ig, ft, in)J. (57) 

The solution of (52) with appropriate boundary 
conditions (in the radiation gauge) is 

Aix) = A~n(+)(x) + A~ut(-)(x) 

with 

+ f dyD{!..O(x - V)JY(y), (58) 

f 
dk eik.(<IH/) 

D:.o(x - y) = (27T)4 Ylly(k) k2 _ iE' 

where Yl'ik) is again defined by (4) and (6), but for 
k 2 ¥= O. [Of course it no longer satisfies (3).] Inserting 
this expression in (57) and integrating, we obtain a 
formal solution 

(J, A, out I g, ft, in)J = (J, A, out I g, ft, in)o 

x exp i{f dxJJl(x)G~+)(x) + f dxF~-)(X)JIl(X) 
+ ~ f dx dyJI'(x)D::"o(x - Y)JY(Y)}, (59) 

11 1. Schwinger, Proc. Nat!. Acad. Sci. U.S. 37, 452 (1951). 
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where F,.(x) and G ,.(x) are the classical fields defined 
in (18), and the constant of integration has been 
identified with the value of the matrix element for 
J = 0, given by (44). 

The formula (59) has only a formal significance 
because of course the various factors may all diverge. 
However we can give it a meaning by adopting a 
suitable convention. Any expression of this form is to 
be written as the exponential of an integral over x or k, 
and all terms are to be summed before doing the final 
integration. Then if this integral converges (whether or 
not the integrals of individual terms do so) it yields 
the required result. If it diverges, the result is zero. 
This convention is obviously consistent with our 
treatment of scalar products of coherent states in the 
preceding section. Moreover it is also consistent with 
the intention of finding a solution to (57) and (52); 
for one can verify these equations a posteriori. 

Proceeding with this program, we now transform 
the exponent of (59) to momentum space. In virtue of 
the conservation equation (53), we may replace 
D~:(x - y) in the last term of the component by 
gl'vDF(X - y), with 

f 
dk eik'(x-v) 

DF(x - y) = (217t k 2 _ iE . 

Then we can separate the real and imaginary parts of 
this term in the form 

£f~JI'(-k)_l-J (k) 
2 (217)4 k2 - iE I' 

=.!. J~ JI'(-k)JI'(k) _1 f dk '*(k)'I'(k) 
2 (217)4 k2 2 (217)32 Ikl ll' ~ 

= i(a) - i(j*j), (60) 

say, where (a) is a principal value integral and there­
fore real. 

It follows that the complete expression for the 
matrix element (56) is 

(I, A, out I g, p., in)J = exp (f*g - tf*J - tg*g 

+ if*j + ij*g - H*j - iA + ip. + ia). (61) 

This is very similar in form to the results obtained by 
Chung.6 The matrix element is nonzero if the integral 
represented formally by the expression in parentheses 
converges, and zero if it diverges. One remark about 
the notation here is perhaps needed. The parentheses 
signify of course an integration over all 3-momenta k. 
Thus in order to accommodate the quantity a within 
this scheme, we have to assume that the integration 
over kO is performed first, leaving as a term in the 

final integrand the function 

a(k) =J dko JI'( -k)Jik) . (62) 
21kl 217 k2 

We assume that JI' is so restricted that a belongs to the 
class of functions defined by (49). Separating the real 
and imaginary parts in the exponent of (61) we 
obtain 

<I, A, out I g, p., in)J 

= exp (-t[f* - g* + ij*][f - g - ij]) 

X exp i(ti[g*J - J*g] + t[j*J + J*j] 

+ t[j*g + g*j] - A + p. + a]. (63) 

Thus we see that for a given initial state the possible 
final states belong to the weak equivalence class 
specified by g + ij, and that within this class one can 
always find one and only one equivalence class for 
which the value of A is such as to make the imaginary 
part of the exponent converge. 

We can express the result (61) or (63) in a much 
more transparent form. For comparison with (44) and 
(56) shows that 

Ig, p., in> = S(J) Ig, p., out) 

= Ig + ij, tU*g + g*j] + p. + a, out). 

(64) 

Thus we see that the scattering operator S(J) defined 
on the nonseparable Hilbert space .reIR maps coherent 
states onto coherent states. Indeed it can be identified 
with one of the operators we have already introduced. 
It is easy to verify, using (38), that the same transforma­
tion is induced by the operator 

(65) 

The physically important factor here is the first one, 
which depends only on the mass-shell part of the 
current. The second factor represents a generalized 
over-all phase factor and may in fact be dropped in 
this case. (However, in the case of interaction with a 
'quantized field, the corresponding factor is a function 
af the external momenta, and cannot be dropped.) 

It is interesting to note that we can rewrite (65) 
formally in a more familiar form in terms of the in or 
out fields, 

S(J) = exp if (2~!lkl [a:
1n

(k)Y(k) + r*(k)a~n(k)] 
rf dk JI'(-k)J,.(k) 

X exp l (217t k2 ' 
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or, returning to coordinate space, 

S(J) = exp if dxJI'(x)A~n(x) 
x exp tif dx dyJI'(x)D(x - y)Jiy), (66) 

where of course jj is the Fourier transform of the 
principal-value function 1/k2. 

This is just the result which would be obtained by 
a naive and straightforward calculation. However it 
has now been given a precise significance even in the 
case where the integrals involved are divergent. 

5. DISCUSSION 

We have shown that one can define a nonseparable 
Hilbert space JeIR which contains all the photon 
states which are relevant to the infrared problem, and 
that for any classical current satisfying physically 
reasonable restrictions, a unitary S operator may be 
defined on this space. The space JeIR decomposes 
into the direct sum of uncountably many separable 
Hilbert spaces, in each of which the representations 
of the canonical commutation relations for both the 
in and the out fields are irreducible, although in 
general unitarily inequivalent (since S maps one such 
space onto a different one). 

We recall that the vectors in JeIR contain a physi­
cally irrelevant label A. which serves to distinguish 
between different equivalence classes within a weak 
equivalence class. Any physical state may be repre­
sented by anyone of a large class of different vec­
tors, namely those belonging to a "generalized ray" in 
JeIR • For consistency we must of course require that 
the physical results for such quantities as transition 
probabilities be independent of the choice of a vector 
from its generalized ray. That this is indeed the case is 
ensured by the fact that the S operator commutes with 
the operators V 0(,1,) which induce generalized phase 

transformations. Thus if we alter the choice of the 
vector representing the initial state, the vector rep­
resenting the final state also changes, but in such a 
way as to correspond to the same physical state. If we 
wish to compute the transition probability between 
given initial and final physical states we may choose 
any vector representing the initial state. Then, if the 
transition probability is nonzero there will be some 
vector representing the final state which has a non­
vanishing matrix element with the chosen initial state 
vector, although there will of course be other such 
vectors with zero matrix elements. The transition 
probability is then the squared modulus of this 
particular matrix element. We can rephrase this 
statement as follows. If we choose arbitrary vectors 
Ii, in) and If, out) representing the initial and final 
states, then we have to find a value of A. for which 

(/, outl V ®(A.) Ii, in) 

is nonvanishing. When we have done this, the transi­
tion probability is given by the square of the absolute 
value of this matrix element. More briefly, what we 
have shown is that one can drop infinite-phase factors 
represented by V 0(,1,) just as one can drop finite phase 
factors. (Of course, if we want to consider states which 
are linear combinations of the basis states, we can 
only drop an over-all phase factor in the complete 
matrix element, retaining the relative phases). For 
transition probabilities between coherent states, this 
observation provides a justification for the methods 
used by Chung.6 

In a subsequent publication we intend to discuss the 
problem of the interaction of the electromagnetic field 
with other quantized fields, along similar lines, 
choosing asymptotic states from the Hilbert space 
JeIR 0 Jeo, where Jeo describes the charged-particle 
states. 
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Recently we developed a matrix formulation of nonequilibrium statistical mechanics which we applied 
to dilute gases (nrg « 1) and to small momentum transfer interactions (</>o/kT« 1). We now show 
that the matrix formulation of the nonequilibrium equations can be extended to the Bogoliubov gas 
(</>o/kT = l/nrg « 1). The asymptotic behavior is calculated for times long compared with the plasma 
frequency for: (i) the probability distribution functions, and (ii) the Mayer correlation functions. The 
collision integrals that determine the higher-order kinetic equations for the Bogoliubov gas are thereby 
constructed. The calculations performed directly with the nonlinearly coupled Mayer functions are 
shown to be equivalent to those performed with the linearly coupled probability distribution functions. 
In lowest order our theory coincides with a result obtained previously by Bogoliubov. 

1. INTRODUCTION 

The BBGKY hierarchy of equations of nonequilib­
rium statistical mechanics has been formulated in 
matrix notation. l This technique makes it possible to 
investigate in detail the solution of these equations to 
all orders in a perturbation parameter. In a neutral 
short-range gas the natural small parameter is the 
number of particles in an interaction sphere. The 
short range of the interactions means that binary 
collisions will dominate over multiple collisions in 
determining the time evolution of the single-particle 
distribution function. The lowest-order result is then 
the Boltzmann equation. Density corrections should 
involve multiple-particle interactions. We have shown 
previously2 that, in the perturbation solution for the 
dilute gas, the asymptotic behavior of the s-particle 
distribution function is a polynomial in time. The 
lowest-order term in the expansion (i.e., the linear 
secularity for the single-particle distribution function) 
is the Boltzmann collision integral. Higher-order terms 
identify the contributions from multiple collisions 
needed for density corrections. Similar considerations 
for the Landau gas l (fairly dense, but dominated by 
small-momentum transfer binary collisions) have 
yielded similar results, with the linear secularity 
yielding the Landau collision integral. 

In this paper, we extend our technique to the 

• This work was sponsored by the Aerospace Research Labora­
tories, Office of Aerospace Research, United States Air Force. 

t Present address: Aeronautical Research Associates of Princeton, 
Incorporated, Princeton, New Jersey. 

1 P. Goldberg and G. Sandri, Phys. Rev. 154, 188 (1967); 154, 
199 (1967). 

• A. Kritz, S. Radin, and G. Sandri, Phys. Rev. 155, 101 (1967). 

Bogoliubov regime, i.e., the regime appropriate to a 
gas of electrons in a neutralizing positive background. 
The interaction is that of Debye-shielded collisions 
with small momentum transfer. Since the Debye 
shielding is the result of collective effects, it is clear 
that s-electron distribution functions must be con­
sidered. We thus consider the perturbation expansion 
of the s-electron d.istribution function in powers of the 
plasma parameter. However, since the BBGKY 
hierarchy of equations for the distribution functions 
does not allow a systematic decoupling, it has been 
useful to use a Mayer expansion to express the distribu­
tion functions in terms of the correlation functions. 
This yields another hierarchy for the correlation 
functions. The perturbation expansion for the 
correlation hierarchy is also considered. 

The perturbation expansion in the Bogoliubov 
regime is considerably more complicated than for the 
Boltzmann or Landau regimes because of collective 
effects. We are able, however, to carry out the 
perturbation solution, as in the previous cases, and 
again obtain asymptotic behavior (for both the 
distribution functions and the correlation functions). 
The coefficients of the secularities are simply charac­
terized. The lowest-order term coincides with the 
Lenard-Guernsey-Balescu collision integral.3 Our 
results depend on: (i) an expansion theorem for the 

3 N. Bogoliubov, in Studies in Statistical Mechanics I (North­
Holland Publishing Company, Amsterdam 1962); A. Lenard, 
Ann. Phys. (N.Y.) 10, 390 (1960); R. L. Guernsey, Ph.D. thesis, 
University of Michigan (1960); R. Balescu, Phys. Fluids 3,52 (1960); 
for a discussion of these and other derivations, see T. Y. Wu, 
Kinetic Equations of Gases alld Plasmas (Addison· Wesley Publishing 
Company, Reading, Mass., 1966). 
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propagation function that includes the polarization of 
the medium (Sec. 2), and (ii) a general equivalence 
theorem that allows us to express the higher-order 
collision integrals through either the distribution 
functions or the correlation functions. 

The secular behaviors of the distribution functions 
are obtained in Sec. 2. In Sec. 3 we show that the 
molecular chaos initial condition yields directly the 
zero values usually assumed for certain low-order 
correlation functions. The secular behavior of the 
correlation functions is obtained in Sec. 4. Our 
equivalence theorem implies that calculations for the 
Bogoliubov plasma may be carried out through the 
linearly coupled distribution function hierarchy rather 
than through the more usually used nonlinearly 
coupled correlation function hierarchy. 

2. SECULAR BERA VIOR OF ELECTRON 
DISTRIBUTION FUNCTIONS 

The BBGKY equations for the distribution func­
tions can be rewritten in the form of a single matrix 
equation.2 Since this formulation allows us to treat 
the distribution function for s electrons on equal 
footing with the distribution function for any other 
number of electrons, we refer to the matrix equation 
as the cluster equation. If the cluster equation is made 
dimensionless by employing for units of length, time, 
and potential energy those units which characterize, 
respectively, the range of interaction (ro), the duration 
of the collision (Tp), and the mean potential during the 
interaction (CPo), the resulting equation contains two 
nondimensional parameters. These are CPo/kT and 
n~, where T is the temperature, and n is the number 
density. The quantity CPo/kT is a measure of the 
strength of the interaction, and n~ is a measure of the 
diluteness of the electron gas. 

For a plasma, the range of interaction is the Debye 
length, AD == (kT/41Tne2)t, and the duration of the 
interaction is, on the average, the Debye length 
divided by the thermal velocity, i.e., 7p = W;l, where 
wp is the plasma frequency. Since the electrons 
interact over a distance of the order of the Debye 
length, the unit of interaction energy CPo is taken as 
e2/AD • The two dimensionless parameters are thus 
related in a plasma, yielding a single small parameter 

E = CPo/kT = (nA~)-l « 1. (2.1) 

We use this parameter to establish a perturbation 
solution of the cluster equation. Using molecular 
chaos as the initial condition, we investigate th~e 
behavior of distribution functions for times long 
compared to the duration of a collision. We are able 
to deduce the asymptotic form of the expanded 

distribution functions by extending to a plasma the 
previously derived necessary and sufficient conditions 
for secular behavior.2 

The cluster equation is given by 

of at + (K - L)F = ElF, (2.2) 

where F is a column matrix whose s element is the 
s-body distribution function P. The operator matrices 
K and I are diagonal and of infinite order when we 
allow the number of particles to become infinite. The 
(s, s) element of the K and I matrices are given by 

8 

KB = !v;,Vi (2.3) 
i=1 

and 
(2.4) 

where 

Iii = V;cPij • Vy; + V i1>i1 • Vyi . (2.5) 

The dimensionless plasma potential CPi;(lxi - xiI) has 
been normalized by CPo = e2/AD • The L matrix is also 
of infinite order, but has the nonzero elements L" only 
at the (s, s + 1) locations: 

L
8 = itl L i ,'+1 = i~f dX'+1 dVH1I;,Hl' (2.6) 

The expansion in E of the matrix distribution 
function is given by 

(2.7) 

When Eq. (2.7) is substituted into Eq. (2.1) and terms 
proportional to EV are equated, the following matrix 
recursion relation results: 

or + (K _ L)r = Ir-1• (2.8) at 
We investigate the long-time evolution of the column 
matrix F. The long-time behavior of P will be denoted 
by F*v, and the symbol r-.,J will be used to mean "is 
asymptotic to." Therefore, 

FV 
t"-..I F*v. (2.9) 

In obtaining the asymptotic behavior of Pv we assume 
that the expansion of F is uniform. Consequently, we 
require that for large ,times (measured in units of the 
duration of a collision), Pv is time independent; i.e., 

or/at t"-..I O. (2.10) 

Equation (2.10) contains the physical condition that 
the system approach equilibrium for large time. 
However, when F*V is determined by direct perturba­
tion theory, we find that Eq. (2.10) is violated. A main 
purpose of this paper is to understand the exact nature 
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of the violation so that a method more sophisticated 
than direct perturbation (for example, the me~hod of 
extension4 •5) can be applied to solve Eq. (2.1) m such 
a manner that the physical conditions for equilibrium 
are, in fact, satisfied. 

In obtaining the steady state solution to Eq. (2.18), 
we utilize the following operator identities: 

'*[i(K - L)]/ = f LAI = roo dte-(K-L)tI, (2.11) 
A=O Jo 

where 
I == '*(iK)/; L == '*(iK)L (2.12) 

andfor'JI~l, 

v 00 00 

IT I LAiI = I {Lir-1}1. (2.13) 
i=1 Ai=O i=O 

We have introduced the notation of the curly brackets 
to represent the sum over all possible distinguishable 
sequences in which the L operator appears i times 
and the I operator 'II - 1 times. The sum does not 
reduce since the operators do not commute. It is 
worth emphasizing the significance of the result given 
by Eq. (2.11). The integral operator L in the argument 
of the propagation function '* represents the collec­
tive shielding effects (polarization) in the charged gas, 
and introduces only minor complications when our 
matrix approach to the BBGKY hierarchy is applied 
to a Bogoliubov plasma. 

Employing the identities given in Eqs. (2.11) and 
(2.13), we find that for a spatially homogeneous 
plasma the steady-state solution of the recursion 
equation (2.8) is 

00 

ret) ,...." I {Vr-1}IF(O), 'II ~ 1, (2.14) 
i=O 

where we have used the result obtained in Appendix A, 
p(t) = F(O). Molecular chaos has been taken as the 
initial condition so that the s element of the column 
matrix F(O) is 

s 

P(O) = P,o(O) = ITf~, 
i=1 

where ~o is the zero-order one-particle distribution 
function for the ith particle. We show in Appendix B 
that Eq. (2.14) does express the proper result for 
p*v although not all the terms in Eq. (2.8) are nonzero 
for the first (s = 1) element. (J1 == 0 and KIp,. = 0 
since the plasma is homogeneous.) 

In our previous analysis of the asymptotic behavior 
of the expanded distribution functions for a dense gas, 
the necessary and sufficient conditions for secular 

• G. Sandri, in Proceedings a/the Second Symposium on Nonlinear 
Partial Differential Equations, Delaware, 1965, W. Ames, Ed. 
(Academic Press Inc., New York, 1967). 

6 G. Sandri, Ann. Phys. (N.Y.) 24,332,380 (1963). 

behavior were presented.2 It was shown that the 
expanded distribution functions grow in time when 
the propagation operators '*(iK) act on space­
independent functions. The space-independent func­
tions can be classified in terms of "generalized 
collision integrals" A. These integrals represent the 
general class of functions in which Lij acts on a 
function of Xii' i.e., 

(2.15) 

where J(Xij) , the effective interaction operator, is a 
sequence of operators in which at least one !ii must 
appear, in which L does not act on a free partIcle or a 
space-independent function, an~ which depends o? 
position only through xii' The SImplest form of A IS 
the Landau collision integral which corresponds to 
the phase mixing of two particles that have undergone 
a completed collision. In Appendix C we consider the 
simplest form of A which, for the Coulomb potential, 
is precisely the Landau collision integral. Furthe.r­
more, we show that this integral can be expressed m 
the Fokker-Planck form 

In general, A corresponds to the phase mixing of 
two particles that have undergone a number of 
collisions. The function A contains a minimum of one 
/ and one L operator. The term proportional to t n 

arises when the function '* A occurs n times. Thus, in 
order to have a secularity of order n, a minimum of 
n I's and n L's is required. Utilizing this requirement, 
we find that Eq. (2.14) can be written as a power 
series in time, 

v 
Fv,...."IC/. (2.16) 

i=O 

Note that the secular behavior is independent of the 
cluster index. The secular behavior of FV exhibited in 
Eq. (2.16) is directly responsible for the irreversible 
behavior of the plasma. It is the growing terms that 
describe the changes which occur during the relaxation 
of the plasma to equilibrium. 

3. EQUIVALENCE OF INITIAL MOLECULAR 
CHAOS AND STANDARD ORDERING OF 

CORRELATION FUNCTIONS 

In the previous section we investigated the pertur­
bation solution of the hierarchy equations for the s­
particle distribution function. In particular, we 
determined the secular behavior of the individual 
terms in the plasma parameter expansions of the 
distribution function. This is an essential step in 
obtaining corrections to the lowest-order one-particle 
distribution function. However, the lowest-order 
plasma kinetic equation (the Lenard-Guernsey­
Balescu kinetic equation) is not derived systematically 
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from the hierarchy for the distribution functions P, 
but instead, from the hierarchy for the correlation 
functions g8.3 The correlation hierarchy is obtained by 
substituting the Ursell-Mayer relations for P in 
terms of g8 (given in Appendix D) into the hierarchy 
for P. The correlation functions are then expanded 
in power series in the plasma parameter. In order 
to be able to systematically decouple lower-order 
equations, a set of correlation functions is taken to be 
identically zero. This allows derivation of the plasma 
kinetic equation in lowest order. The justification for 
this ordering is based on an analogy with equilibrium 
results. We demonstrate below that the vanishing of 
this set of correlation functions is a direct consequence 
of using molecular chaos as the initial condition. 

The hierarchy of equations for the correlation 
functions is 

ag8 
8 8 8 8 8-1 8-k - + Kg - El g - e I IijIgfi}g{i} at l:<=;i< /:<=;o k=1 

8 • 

TO 0+1 + ~ L ~ k o+l-k = .L.Jg k i.8+lkg{i}g{8+l}' (3.1) 
i=1 k=1 

where gfi}gijjk means all possible products of k­
particle and (s - k)-particle correlation functions 
formed from the s particles, and in which particle i 
is ingfi} and particlej is in gijjk.6 If now the expansion 
in the small plasma parameter e given by 

00 

gO = IeVgo.v 
v=o 

(3.2) 

is substituted into Eq. (3.1) and coefficients of eV 

are equated, we obtain 

• 0 v 

- I Li •• +lI I gfi;ngi:-~i}k.v-m 
i=1 k=1 m=O 

0-1 v-I 
- j"gO.V-l + ~ I ~ ~ J.mg8-k.v-m-l (3.3) 
- k ii k k o{i} {i} • 

l:<=;i</:<=;. k=lm=O 

To solve this set of differential equations, we require 
the initial values of the correlations. From the 
expressions for the correlation functions in terms of 
the distribution functions given in Appendix D, it 
follows that as a direct consequence of molecular chaos 

g"V(O) = {/O(O) S = 1 . and 'JI = 0 (3.4) 
o otherwIse. 

We solve Eqs. (3.3) for gB.V ('JI ~ S - 2) using the 

• M. Green, in Lectures in Theoretical Physics. W. E. Britten, 
B. W. Downs, and J. Downs, Eds. (Interscience Publishers, Inc., 
New York, 1961), Vol. III. 

initial conditions of Eq. (3.4). It is seen that the set of 
equations for g.'v ('JI ~ S - 2) contains correlation 
functions of the form go,v ('JI ~ S - 2). Thus, the set 
of equations for gs,v ('JI ~ S - 2) is decoupled from 
the rest of the hierarchy, and may be solved separately. 
We solve this set of equations for the initial condition 
of molecular chaos and obtain 

gO.V(t) = 0 for 'JI ~ S - 2. (3.5) 

This is precisely the set of correlation functions noted 
above as being taken identically equal to zero by 
analogy with the equilibrium results. 

To obtain the result expressed in Eq. (3.5) we use an 
induction method. We first consider the equations 
for 'JI = 0, S ~ 1 and show that Eq. (3.5) holds for 
this case. Using this result, we then consider the 
equations for 'JI = I, s ~ 3 and show Eq. (3.5) holds 
for this case also. Finally, we demonstrate that, if Eq. 
(3.5) is valid for 'JI = n - I, it is valid for 'JI = n, thus 
completing the induction proof of Eq. (3.5). 

A. Case v = 0, s ~ 1 

From Eq. (3.3) we observe that the zero-order 
correlation functions are decoupled from the remainder 
of the hierarchy: 

a B.O 8 .-1 
...L + K'g8•O T8gS+1.0 ~ L ~ ....k.Ogs+1-k.0 - 0 

- .L.J - k i.S+l k o{i} {S+1} - • at ;=1 k=1 

(3.6) 

Applying the initial conditions on the go,v given in 
Eq. (3.4), we obtain 

ag"o I - =0. 
at t=O 

(3.7) 

Now, differentiating Eq. (3.6) with respect to time, 
and applying initial conditions on gO.o and ag,·o/at 
for s ~ 2 we find 

(3.8) 

Clearly, this procedure can be continued with the 
result that the initial conditions require that g"o and 
all derivatives of g"o are initially zero for S:F 1. 
Consequently, g"o must remain zero for all time, i.e., 

g •. O(t) = 0 for S:F 1. (3.9) 

The case s = 1 requires special consideration since the 
initial condition on gl.O is nonzero. It readily follows 
that 

(3.10) 
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B. Case'll = 1, s ~ 3 

Using Eq. (3.9), we find that when v = 1, Eq. (3.3) 
reduces to, for s ;;:: 3, 

agS,I __ + K8gS,I _ E g8H,I 

at 
8 

"" L [1,0 8,1 + 8,1 1,0] 0 
- £., i,8H g{i}g{sH} g{i}g{s+l} = . (3.11) 

i=l 

We again can calculate all time derivatives of gS.l 

(s ;;:: 3) at the initial time by successive differentiation 
of Eq. (3.11) and substitution of the initial conditions. 
We find that all derivatives and the function are zero 
initially so that 

g8.1(t) = 0 if s;;:: 3. (3.12) 

C. Case 'II =n, S ~ n + 2 

The above procedure may be carried through to 
higher v. We assume 

gB,n-1(t) = 0 if s;;:: n + 1 

and demonstrate that Eq. (3.13) implies 

gs.n(t) = 0 if s;;:: n + 2. 

(3.13) 

(3.14) 

Substituting Eq. (3.13) into Eq. (3.3) for s ;;:: n + 2, 
we find that the only remaining terms are 

agS,n __ + K 8g 8,n _ EgsH,n 

at 
s 

"" L [gl.0g 8,n + 8,n 1,0] 0 
- £., i,sH Ii} {s+l} g{i} g{s+I} = . 

;=1 
(3.15) 

If we evaluate the derivatives of ags.njat (s ;;:: n + 2) 
at t = 0 as above, we find that all derivatives are zero. 
Consequently, Eq. (3.14) is valid. 

Clearly, n is entirely arbitrary so that Eq. (3.5) 
follows for arbitrary v. This result has been obtained 
from the correlation function hierarchy using only the 
initial conditions on gB.V [Eq. (3.4)] deduced from the 
molecular chaos initial condition on the distribution 
functions [Eq. (A3)]. Thus, we conclude that the 
standard assumption of setting certain correlation 
functions identically zero is equivalent to using 
molecular chaos as the initial value of the distribution 
functions. 

It is worth pointing out that the induction demon­
stration given in this section is based on the fact that 
the equations for the Mayer correlation functions are 
first order in time. Thus, the Cauchy-Kowalewski 
theorem can be applied even though the equations are 
nonlinear as far as their g dependence is concerned.7 

7 R. Courant and D. Hilbert, Methods of Mathematical Physics 
(Interscience Publishers, Inc., New York, 1962), Vol. 2. pp. 39-56. 

4. SECULAR BEHAVIOR OF THE CORRELA­
TION FUNCTIONS 

In Sec. 2 we determined the secular behavior of the 
electron distribution functions employing molecular 
chaos as the initial value. We then obtained the 
equivalent initial value statement for the correlation 
functions in order to demonstrate that the result 
expressed by Eq. (3.5) is a consequence of the initial 
condition of molecular chaos. Using Eq. (3.5), we 
now derive the secular behavior of the correlation 
functions. We show below that the correlation func­
tions can be expressed as a sum of a special class of 
terms, that is, terms whose graphical representation 
contains only "connected" graphs.1 This knowledge is 
utilized in determining the secular behavior of the 
correlation functions. We also demonstrate that the 
long-time behavior of gB, obtained from the correlation 
function hierarchy, is identical to that deduced from 
t~e asymptotic solution for P. This result is obtained 
using the expressions for g8 in terms of P given in 
Appendix D. 

The hierarchy for the expanded correlation func­
tions, Eq. (3.3) takes the following form when the 
substitution m' = m - k + 1 is made, and the result 
given in Eq. (3.5) is utilized: 

(~ + KS) g8, V - ± L i ,8Hg{if gi~~l} 
ut ,=1 

8 s-l 
= EgS+1,v +'"" L. "" gk~k-IgS+I-k'V-k+1 

£., "s+I £., {,I [HI} 
i=I k=2 

s s-l v-s+I 

+ "" L "" "" gk.m+k-1g 8+1-k,v-m-k+I 
£., i,8H £., £., Ii} {sH} 
i=l k=l m=l 

s-I v-s+1 

+ I'gs. v-I + "" I .. "" "" gk!m+k-1 g s-:", v-m-k 
£., '1 £., £., {,I {J} , 

l~i<j~s k=1 m=O 

(4.1) 

where we have dropped the primes from the m's. 
Equation (4.1) has been arranged so that all gS.v 

functions are on the left, and all other correlations are 
on the right. Inspection of Eq. (4.1) indicates that 
interdependence of the correlation functions can be 
represented by the array shown in Fig. 1. A given gS,V 

depends on all those gt,/l which lead to it by arrows. 
Thus, g1.1 depends on gl.O and g2.1, and g2.2 depends 

FIG. 1. Dynamical coupling of Mayer correlation functions. 
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on gs.2, gU, gl.l, and gl.0. To solve Eq. (4.1), we 
first fix 'JI - S = -1 and increase s starting from 
s = 1. Secondly, 'JI - s is increased in integer steps, 
and the process is repeated. 

A. Case v - s = -1 

Upon elimination of the index 'JI, Eq. (4.1) reduces 
to 

(! + K S) gS,S-1 _ ~ L. gl~OgS'S-1 
::l k _,HI {'} {sH} 
vt i=1 

s s-1 

= Z Li ,8+1 Z gf;f-lg{;~lik,S-k 
i=1 k=2 

For s = 1, Eq. (4.2) yields 

a - gl,O _ L gl,Ol'O - 0 (4.3) at 1 12 1 2 - • 

We have assumed that the plasma is homogeneous so 
that gl, which is the one-body distribution function, is 
space independent. Since V operating on a space­
independent function is zero, we observe that g1.0 is 
constant in time, 

gl,O(t) = gl,O(O). (4.4) 

For s = 2, Eq. (4.2) becomes 

(~ + K2) g2,1 _ ~ L gl,Og2,1 - I gl,Ogl,O (4.5) at f=t i,3 Ii} {3} - 12 1 2' 

The asymptotic solution for g2.1 then is 

g2,1 '" '*[i(K2 - r2)]I12g~,Og~'O, (4.6) 
where 

'*[i(K2 _ r2)] = 100 
e-(KB-rB)A d). 

00 

= Z [(*(iK2)r2t,*(iK2) (4.7) 
.4=0 

and 

r 2A12 == LI3g~,OA23 + L23g~,OAI3' (4.8) 

A12 is any function of particles 1 and 2. Employing the 
expansion for '*[i(K2 - r2)] given in Eq. (4.7), we 
obtain 

gZ'1 ""'"' '*(iK2)I12g~,Og~'0 + '*(iK2)r2'*(iK2)I12g~'Og~'0 
+ '*(iK2)rZ'*(iK2)r2'*(iK2)Ilzg~,Og~'0 + .... 

(4.9) 

H 
I 2 

FIG. 2. Zero-order shielding contribution to the two-electron 
correlation. 

WI 
2 3 I 

+ ~ 
I 3 2 

FIG. 3. First-order shielding contribution to the two-electron 
correlation. 

We prove below that this expression, expressed in 
graph form, contains only connected graphs. 

We employ the following graph notation. An 
undirected vertical line (no arrow) represents a free 
particle; a directed vertical line represents the 
propagator operator '*(iK); a horizontal line, the 
interaction operator 12, and a horizontal line with a 
cross, the phase-mixing operator V, the cross 
indicating the particle which is averaged. By a con­
nected graph we mean that there is a path that 
connects all vertical lines. The first term on the right 
side ofEq. (4.9) is represented by the connected graph 
given in Fig. 2. The second term 

'*( iK2)rZ,*( iK2)II2g~'0 gkO 

= '*(iK2)[LI3g~,0'*(iK2)I23gkOg~'0 

+ L23g~'0,*( iKz)I 13g~'0 g~'O] (4.10) 

is given by the two connected graphs shown in Fig. 3. 
The representation of the third term on the right side 
ofEq. (4.9) contains graphs of the form given in Fig. 4. 
Again, these are all connected graphs. 

Now, consider an arbitrary term in the expansion. 
The first two particles, reading from right to left, are 
connected by an Ii; interaction term. To this point the 
graph is connected. The subsequent application of rz 
brings in a new particle which interacts with a particle 
previously present through a phase-mixing (L) 
operation (with the averaging process over the new 
particle). This once again produces a connected graph. 
Further r 2 terms just add more particles in a similar 
manner, always with a phase-mixing interaction 
between the new particle and one previously present, 
phase averaging over the new particle. Thus, all the 
terms in Eq. (4.9) are represented by connected graphs 
since all the vertical lines are connected by horizontal 
lines (interactions). That g2.1 is represented by only 
connected graphs can also be seen by a counting 
argument. There is always one Ii; and (n - 2) L'J>/s 
in a term containing n particles. This is a total of 
(n - 1) interactions, and since by our arguments, no 

~+M-rl+ ... 
I 2 I 2 

FIG. 4. Second-order shielding contribution to the two-electron 
correlation. 
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interaction occurs between the same two particles as 
any other interaction, these (n - 1) interactions 
exactly connect all the vertical lines. 

For s = 3, the asymptotic solution of Eq. (4.2) is 

00 [ 3 
g3,2 = A~0['*(iK3)r3}A'*(iK3) I Ll,4g{;fg~4f 

(4.11) 

where 

p nA 123 ... n 

== Ll,n+lg~,OA23'" n + L2,n+!g~,OA13'" n 

+ L3,nHg~,OA124'" n + ... + Ln,nHg~O AI .. ' n-l' 

(4.12) 

Since g2.1 has been shown to contain only connected 
graphs, the operators Li4 and Lii simply connect 
products of correlation functions, producing connected 
graphs. By our previous discussion of the effect of the 
r 2 operator, we see that the r 3 operator operating on 
connected graphs yields only new connected graphs. 
Thus, g3.2 is represented by only connected graphs. 

Consider the case s = n. Clearly, the argument 
presented above may be continued to include all 
correlations for which s - v = -1 since the right­
hand side of the equation for gn.n-1, by Fig. 1, 
depends only on terms previously shown to be con­
nected. We show that if gs.B-1 (s ~ n - 1) contains 
only connected graphs, then gn,n-l also contains 
only connected graphs. 

The steady-state solution of Eq. (4,2) with s = n il'. 

00 [ n n-l 
gn,n-l _ ~ [r*(iKn)rn}A ~ L. ~ gk~k-lgn-k+l,n-k 

- £., \, £., .,nH £., {.} {n+l} 
A~O i~1 k~2 

n-l ] 
+ ~ I ~ gk,k-lg n-k,n-k-l (413) 

£., i; £., (i) (i) .• 
ISi<iSn k~1 

Note that "J;:,k-l gn-k+1.n-k and gn-k,n-k-l all contain c5 (i) '{n+l} , {i) 

only connected graphs by our assumption. Further-
more, L i ,n+1gfif-1gi;:;iJ1,n-k is a connected graph 
since Li,n+! connects two connected graphs, and 
I ijgfif-1g(';Tk ,n-k-l is a connected graph because Iii 

connects two connected graphs, The rn terms then 
act on connected graphs. Since, by the arguments 
presented in the discussion of g2,1, the effect of the rn 
operator is to bring in another particle and connect it 
to the particles already present, we see that gn,n-l 

contains only connected graphS, Clearly, n is arbitrary, 
and so we have shown that g8,S-I is represented by 
only connected graphs, 

The asymptotic expression for gS,S-I is not secular, 
i.e., gS,S-I does not contain any time-dependent terms. 
This is true since to have a secularity we must have an 

Lii operator acting on a function of Xii as exhibited in 
Eq. (2.15). However, this cannot occur because all 
graphs have been shown to be connected and because 
there are only exactly the correct number of inter­
action terms (Lpr and Imn) to connect all the particles 
without any two particles being connected more than 
once. Thus, IVT cannot precede an Lvr acting on the 
same pair. 

B. Case v - s = 0 

Let us now consider Eq. (4.1) for v = s: 

(
0 + KS) s,s ~ L ...l,O S,S ;- g - ~ i,s+115{i}g{srI } 
vt .~I 

S 8-1 
_ TS s+I,s + ~ L ~ k,k-l s+l-k,s+l-k 
- L g £., i,sH£., g{i} g{s+I} 

i~1 k~2 

S s-1 

+ ~ L ~ k,k s+l-k,s-k + I Sg S ,S-1 
£., i,sH£., g{i}g{SH} 
i~1 k~1 

s-1 1 

+ ~ I ~ ~ k,m+k-lgs-k,s-k-m 
£., if £., £., g{i} U} • 

lSi<iSs k=lm=O 

For s = 1, Eq. (4.14) becomes 

ag~,1 _ L gl,Ogl,1 _ L g2,1 at 1,2 1 2 - 1,2 12' 

(4,14) 

. (4.15) 

Since gl is space independent, Ll,2g/,Og~,1 equals zero, 
and since Ll.2g~;/ is independent of t, it follows from 
Eq. (4.15) that 

(4,16) 

Thus, g1.1 is linearly secular and represented by a 
connected graph. 

For arbitrary s we have the following asymptotic 
solution: 

00 

gS,S "J ~ ['*(iKS)rS]AB, (4.17) 
A~O 

where B is the right-hand side of Eq. (4.14). Clearly, 
the VgsH.s and I'gS,S-I terms of B are connected 
because of our previous results. But there are also 
terms including gn,n (n ~ s - 1). These are connected 
to terms of the form gk.k-l by Lvr or Iii operators. If 
gn,n (n ~ s - 1) is a connected graph, then the entire 
term is connected. Thus, if we assume that gn,n 

(n ~ s - 1) is represented by connected graphs, then 
B contains only connected graphs, and it follows that 
the function gS,S is also represented by only connected 
graphs, Clearly, since we have seen that gI.l is 
represented by a connected graph, then g2,2 is 
also represented by connected graphs. It follows by 
induction that gS,S will be represented by connected 
graphs only, 

We note thatgS,S must have a linear secularity, i.e., 
a term proportional to t. This occurs because of the 
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L'g'H •• term. The gs+I., term is represented by a 
connected graph, such that there is exactly the number 
of connections needed to just fill the spaces. But £I 
operating on gB+l.B produces a phase-averaging 
interaction (Lii) after a direct interaction (Iii), result­
ing in a term with an Lii acting on a function of Xii' 
Such a term yields a secularity. Since gB+l.B itself is 
not secular, the resulting expression for gB.B has a 
term proportional to t. Terms proportional to to also 
occur because of other terms on the right side of Eq. 
(4.17). For the special case of 8 = 1, where there are 
no other terms on the right, there is no time­
independent term. 

C. Arbitrary 11 - s 

The above arguments for the gO.v graphs being all 
connected can be extended from the cases already 
considered to the general case by arguments similar 
to those already presented. The general steady-state 
solution for gS.v is 

00 

gB.V '" I ['*(iKB)r8]".4,*(iK8)C, (4.18) 
A=O 

where C is the right-hand side of Eq. (4.1). Figure 1 
gives for any 8 and 11, the gt.i' terms which appear in C. 
These gl.i' all come from lower diagonals or from the 
same diagonal of which g8. v is a member. Consequently, 
we may easily see that gI.2 is represented by only 
connected graphs since we have already shown that 
g,.B and gB.8-I are all represented by only connected 
graphs. Similarly, since g2.3 depends on gI.2, g8 .• , and 
gB. '-1, it is also easily seen that it also is represented by 
only connected graphs. Clearly, the process may be 
continued to show that all gs. v are represented by only 
connected graphs. 

The question of what secularities occur in gs,v may 
now be attacked in either of two ways. Since we know 
that g" v contains only connected graphs we can express 
go. v in terms of the distribution functions, keeping 
only those parts that are represented by connected 
graphs. Since we already know the secular behavior of 
the distribution functions, we can obtain the secular 
behavior of go,v, The second method of attack is 
through the correlation function hierarchy directly. 
We have already used these to show: that gl.0 is 
nonsecular, that gl.l is directly proportional to t and 
has no to term, that g •. 8-1 is nonsecular for all 8, and 
that g •. B has both to and t l terms for 8 ~ 2. We shall 
continue the derivation of the g8.' secularities from the 
correlation function equations, and then consider 
their derivation through the distribution functions. 

In our discussion of the secularities of g'" we saw 
that the highest secularity came from the LBgS+l.B 

term, and that this term yielded a secularity of order 
one higher than that of gBH.B. The corresponding term 
in the general expression for g." [Eq. (4.18)] is 
L·g·H.v. By the same argument as presented in the 
g •. 8 case, it is clear that the L·gBH .• term yields a 
secularity of order one higher than that of g'H.v. 
Referring again to Fig. 1, we see that the order of the 
highest secularity depends only on what diagonal the 
term is in, and that counting up from the g','-I 
diagonal to gB.B, etc., the order increases by one for 
each diagonal. Thus, the highest secularity in the 
expression for g •. v is proportional to tV-s+I• 

We might also ask what other orders of secularities 
occur in g.... Since the only term to appear in C [on 
the right side of Eq. (4.18)] for 8 = 1 is V g2.V, the 
case 8 = 1 is a special case. But g2. v contains terms 
from to up to tV-I. The V operator acting on g2 .• then 
yields secularities of orders from t to tV, but not to. 
Since there are no other terms which can contribute, 
gl.V has secularities from t to t', but not to. This is not 
true for 8 ~ 2 since other terms in C can then con­
tribute secularities of orders from to to t'-', and the 
L'gBH.' term contributes secularities of orders from 
to to t V

-.H . Thus, we see that g8 .• contains secularities 
of orders from to to t v-.H and gl. v contains secularities 
of orders from t to tV. 

As noted above, the secularities of the correlation 
functions gs.v may also be obtained from the secular­
ities of the distribution functions F1I·,. by expressing 
g." in terms of the F1I·,. functions. We present this as a 
check on our calculations and as an alternative 
approach. Since we have shown that g.' v contains 
only connected graphs, we need consider only those 
terms in the expression for F1I·,. which consist of 
connected graphs. The only such term is p.v since all 
other terms are products of Fn.,. functions, and 
therefore, are represented by disconnected graphs. 
Furthermore, only connected graphs from p.v 
contribute to g •.•. All other terms must cancel. We 
must thus consider the connected graphs of FO ••• 

The solution for p.v can be written in the form 

F··V = rF"o + {Ll, r-1}IF,+l·0 

+ {L2, r-1}IFs+2•O + .. '. (4.19) 

In order to have a connected graph we must have 11 

at least equal to (8 - 1) so as to be able to connect all 
particles with an Iii or an Lpr . If 11 < 8 - 1,. all graphs 
will be disconnected. If 11 > 8 - 1, there will be some 
spaces with more than one connection; in fact, there 
will be (11 - 8 + 1) spaces with extra connections. In 
some terms these (11 - 8 + 1) extra connections will 
be arranged so as to yield secularities of order t·-·H • 
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These must occur since all orderings of the L's and 
(v - l)/,s must occur. The lowest-order secularity, 
except for s = 1, is to because of the P £".0 term. The 
s = 1 case is special because the }V £".0 term does not 
exist. For v 2 I, the lowest term is then {V, IV-l}IF2.0 
which is proportional to t. For the special case v = 0, 
we find F1.0(t) = F1.0(0). Thus, we obtain the same 
results for the secular behavior of the correlation 
functions deduced from the distribution function 
behavior as obtained from the correlation function 
hierarchy. 

5. CONCLUSIONS 

We have considered the perturbation solutions for 
the electron distribution and correlation functions for 
a plasma. We have seen that the perturbation expan­
sion is not uniformly valid, but leads to secular terms 
for times long compared to the inverse plasma fre­
quency. In order to apply uniformizing techniques 
designed to eliminate these secularities and obtain a 
description of a plasma valid for times of the order of 
its relaxation time to equilibrium, it is necessary to 
analyze the breakdown of the perturbation expan­
sions. In this paper we have determined the secular­
ities which occur in the plasma expansion. The 
s-electron distribution function in vth order has 
secularities of orders from 0 to v. For the electron 
correlation functions we have shown that g8.V(t) = 0, 
for v ~ s - 2 follows from the initial condition of 
molecular chaos, and that the s-electron correlation 
function in vth order has secularities of orders from 0 
to v - s + I (except for the one-particle correlation 
function which has secu!arities of orders from 1 to v). 
The secular terms determine the behavior of the plasma 
for times long compared to the duration of a collision, 
i.e., the inverse plasma frequency. Consequently, it is 
these terms which must be understood in order to 
describe the irreversible behavior of a plasma. Our 
study has classified the secular terms which appear, 
and thus forms a foundation for corrections to the 
plasma kinetic equation. 

APPENDIX A: SOLUTION FOR FO(t) 

The infinite matrix equation is obtained as the 
limit of matrix equations for N electrons as N is 
allowed to become infinite. In zero order, we consider 
first the finite matrix equation which involves N 
electrons [the elements of which are given in Eqs. 
(AI) and (A2) below]. After this equation is solved, 
using as the initial condition molecular chaos, we 
allow N to go to infinity, and thus obtain the solution 
for the infinite system. 

When the number of electrons is finite, Eq. (2.S) 

yields the following equations for £" in zero order: 

oF"'o - + K 8ps,o = IJpS+l,O (s < N), (AI) 
at 

::lpN,O 
u __ + KNpN,O = O. (A2) 

at 
The equation for pv.o has no source term because 
limiting the number of electrons to N causes distribu­
tion functions for more than N electrons to vanish. 
The solution for F",O(t) under the simple initial value 
condition 

P(O) = 

is 

f~ 

f~ f~ 

(A3) 

where 1;0 is the zero-order one-electron distribution 
function for the ith electron. For a homogeneous 
plasma, 1;0 is space independent so that Eq. (A4) 
reduces to 

N 
FN,O(t) = rrf~(O). (AS) 

i=l 

Now, consider Eq. (AI) for s = N - 1, 

oFN - l O ---' + KN-1FN-1,O = LNFN,o. (A6) 
at 

But, since L acting on a space-independent function 
yields zero, Eq. (A6) reduces to the same form as Eq. 
(A2), and has the solution 

N-l 
FN-1,O(t) = rrf~(O). (A7) 

i=1 

Clearly, the successive equations for N - 2, N - 3, 
etc., will reduce to the form of Eq. (A2) so that the 
solution for the zeroth order s-body distribution 
function becomes 

s 
PS,O(t) = IT f~(O) (s ~ N). (AS) 

i=1 

The above sequence of logical steps may be applied 
to a succession of N-electron systems with N increasing 
to infinity. Clearly, the logic follows the same pattern 
independent of N, yielding Eq. (AS) as the solution. 
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Thus, we see that if the initial state of the plasma is 
molecular chaos, it remains so for all time so that for 
the infinite-column matrix distribution function 

poet) = POCO) = F(O). (A9) 

APPENDIX B: SOLUTION FOR Fl. 

We wish to demonstrate that p., is given correctly 
by the general expression for F·' in Eq. (2.14). The 
one-body distribution function in vth order satisfies 
the equation 

integral,9 We also put this into the usual Fokker­
Planck form. In expanded form, Eq. (CI) is 

A = nA~ (cI>0)2~ fdV2 dX2 acI>(IX12D 
kT aVli aXl2i 

where 

Di == (a:
Ii 

- a:J, 
aF

lv 
= IJF2 •• 

at (Bl) and where we have used 

From Eq. (Bl) it follows that 

(B2) 

Therefore, by Whittaker· and Watson's theorem 
which states that the asymptotic expansion of an 
integral equals the integral of the asymptotic expansion 
of the integrand,S we have 

Fl •• = LooLIF 2*v d)" (B3) 

We note that, since FU' depends only on the separa­
tion of particles 1 and 2, LlF2 •• is a homogeneous 
function. Consequently, 

(B4) 

so that Eq. (B3) can be written 

(BS) 

When p2.', given by Eq. (2.14), is substituted into the 
right side of Eq. (BS), we obtain 

FI*v = LI [I2rJ0f o + LIV[I3rfOfofo 

+ LII2L2[I3]'-Yopyo + .. " (B6) 

which is the expression for p •• given directly by Eq. 
(2.14). 

APPENDIX C: LANDAU COLUSION INTEGRAL 

The simplest form of A is given by 

A = IJ'·(iK2)I12fUg. (Cl) 

We note that Eq. (Cl) is in the nondimensional form 
discussed in Sec. 2. We show that the expression 
given in Eq. (CI) is just the Landau collision 

• E. T. Whittaker and G. N. Watson, A Course of Modern Analysis 
(Cambridge University Press, Cambridge, England, 1958), 4th ed., 
p.153. 

e-KiJ.cI>(lxI2 D = cI>(/XI2 - V12AI). 

This collision integral expression has been previously 
derived and used in this form in the treatments of 
the weakly-coupled gasS and the plasma in a strong 
magnetic field. lo 

The X2 integration may be changed into an integra­
tion over Xu and Parseval's theorem used to express 
(C2) in terms of Fourier transforms. This is 

A = (nAt) (:;)2 (2;)3 a~li f dV2(DdUg) 

X f dkki ki<D2(1kD L: e-ik
'
V12

J. dA, (C3) 

where <DOk!) is the Fourier transform of cI>(IXI2D. The 
A integration is easily performed, yielding a delta 
function, 

]
00 dAe-ik.T12J. = 21T t5(k

ll
), (C4) 

-00 IVl21 
where k\l is the component of k parallel to VII!' 

The k integration is then expressed as 

f dk = f dk.L f dkll • (CS) 

Upon performing the kll integration and part of the 
k.L integration, we obtain 

A = 81T5(nAt)(cI>o)2~ fdV2 
kT aVli 

X _1_ (15. _ V12iVI2i) D fOf01°O dk e -T,.2(k ) 
I I

·i \I ill! .L .L '" .L, 
VI2 V12 ° 

(C6) 

where k.L = Ik .LI. With the insertion of the Coulomb 
potential [cI>(IX121) = 1/lx121 or cll(k) = (21T2k2)-1], 
and with cI>o = e2/AD , Eq. (C6) takes on precisely the 

• L. Landau, Zh. Eksp. Teor. Fiz. 7, 203 (1937). 
10 S. Radin, A. Kritz, and G. Sandri, Phys. Rev.1S7, ISO (1967). 
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form of the Landau collision integral9 (in non­
dimensional notation): 

A = 27T(nA3) (e
2
/An)2 ~ fdV _1_ (d. _ VI2;VI21) 

n (kT)2 OVli 2 lvd ·1 V~2 

X [(~ - ~)jUgJ (00 dk.L. (C7) 
OVlj OV21 _ Jo k.L 

The k.L integration yields the logarithmic divergence, 
and requires cutoffs at k .L's corresponding to the 
Debye distance and to the distance of closest ap­
proach. 

A slight rearrangement of Eq. (C7) puts it into the 
Fokker-Planck form, as follows: 

or 

A. = -87TnA3 e
4

/;..b (00 dk.LfdV jO V12i (C10) 
• n (kT)2 Jo k.L 2 21v1213' 

and 

B .. = 47Tn;..3 e
4/;..b (00 dk.L 

., n (kT)2 Jo k.L 

XfdVd~ di1 - V12iV12i!lV1212 (Cll) 
Ivd 

The Landau kinetic equation is, in nondimensional 
form, 

of/at = A. (CI2) 

If we write Eq. (CI2) in dimensional form, we have 

an (kT/m)! 
at = An A, (C13) 

where now t has the dimensions of time, and A is still 
in the nondimensional form. In completely dimen­
sional form, Eq. (CI3) becomes 

oj~ = 27T ne
4 (kT)!~ fdV2_1_(d'j _ V12iV12i) 

at (kT)2 m OVli IV121' V~2 

x [(~ - ~) fu~J (00 dk.L, (C14) 
OV11 OV21 Jo k.L 

where we have used the normalization 

f dvd~ = l. (CIS) 

APPENDIX D: RELATIONSHIP BETWEEN 
CORRELATION FUNCTIONS AND 

DISTRmUTION FUNCTIONS 

The s-particle distribution function may be expressed 
in terms of a sum over products of correlation func­
tions. Each term in the expansion must involve 
precisely s particles, and all possible arrangements of 
products of correlation functions involving a total of 
s particles must appear. Furthermore, all distinct 
permutations of numbered particles must appear. 
Thus, for example, the first few are: 

Fl = g\ 
Ff2 = gig~ + g;2, 

F~23 = g~g~g! + gig~3 + g~gi3 + g!g;2 + g~2a· 
In general then, 

p = ! (gl)P(g2)Q(gay ... , (DI) 

where there are p single-particle correlation functions, 
q two-particle correlation functions, etc., and 

p + 2q + 3r + ... = s. (D2) 

The sum is over all p, q, r, ... which satisfy Eq. (D2) 
and over all distinct permutations of the numbered 
particles. This set of equations actually serves to 
define the correlation functions. 

Equations (DI) may also be inverted to obtain 
expressions for the correlation functions in terms of 
the distribution functions. 6 Examples are: 

gl = F\ 
gi2 = Fi2 - FiF~, 

g~2a = F~23 - FiFia - FiFfa - P~Fia + 2FiF~F!. 
In general, 

gS = !(_W+Hr+"'-I (p + q + r + ... -I)! 

where 
(Fl)P(p2)Q(Fay .. " (D3) 

p + 2q + 3r + ... = s. (D4) 

Here the sum is over all p, q, r, ... which satisfy Eq. 
(D4) and over all distinct permutations of the 
numbered particles. 
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In this paper an interpretation of the optical scalars 8 a ld (] (the expansion and shear of an irrotational 
null congruence) is given in terms of the principal cu;vatures of a two-dimensional subspace of the 
instantaneous rest frame of an arbitrary observer. The two space is defined as the intersection of the 
observer's rest frame and the particular null hypersurface the observer is intersecting. 

I. INTRODUCTION 

The geometrical-optics approximation for a test 
electromagnetic field in a given curved space-time 
introduces a sequence of null hypersurfaces S(xa) = 
const.1 These null hypersurfaces have normals ka == S.a 
which are null and tangent to an irrotational geodesic 
congruence. The optical scalars (j and (J are then 
given by 

(j == 1 k;'a 
(J = [1 k ka;b _ (j2]l - "2" (a;b) • 

(1) 

(2) 

Sachs2 has interpreted (j and (J, respectively, as the 
rate of expansion and shear of a shadow cast by some 
opaque object placed orthogonally in the beam of 
light. The purpose of this paper is to give another 
geometrical interpretation of (j and (J. Before proceed­
ing with the interpretation a short review of two­
surfaces is in order.s 

Consider an open set of a three-dimensional 
positive-definite Riemannian manifold which is 
covered by a single coordinate patch. Let the co­
ordinates be x" (IX = 1, 2, 3) and the metric tensor 
have components in the natural basis glZ/l' Let/(x") = 
o or x" = x"(yA), (A = 1, 2) be a two-surface in this 
three space. There are two fundamental structures 
defined on this surface, they are the first and second 
fundamental forms. The first fundamental form is the 
metric and it gives the intrinsic structure of the two 
surface. The second fundamental form gives the 
relation (at least locally) of the two-space to its embed­
ding three space. Let "lIZ be a unit normal to the 
surface. The first and second fundamental forms are 
given, respectively, by4 

OX .. ox/l 
gAB = glZ/l oyA oyB ' 

oxlZ &]IZ 
NAB = oyA lJyB' 

(3) 

(4) 

• Research supported by Aerospace Research Labs, OAR, AF-
33(615)-1029. 

t Present address: Southwest Center for Advanced Studies, 
Dallas, Texas. 

1 A. Trautman, Brandeis Lectures on General Relativity (Prentice-
Hall, Inc., Englewood Cliffs, N.J., 1964), Vol. I, p. 134. 

I R. K. Sachs, Proc. Roy. Soc. (London) 264, 309 (1961). 
a J. A. Schouten, Ricci-Calculus (Springer-Verlag, Berlin, 1954). 
, t5/t5o is the usual invariant differentiation operator. 

Because NAB is symmetric it has two orthogonal 
eigendirections called the principal curvature direc­
tions and two eigenvalues ~ called the principal 
curvatures. 

The eigenvalue equation is 

N ABE:' = K±gABE:', (5) 

where EIJ are unit eigenvectors. The eigenvalue 
equation (5) can easily be written in the following 
form: 

tJ'TjlZ IZ 
-= K±e±, 
lJs± 

(6) 

where erz± = (Ox"/oyA) El, and the derivative is taken 
along a curve in the surface whose tangent is erz±. 
Equation (6) follows from Eq. (5) when you recall 
that (bjtJs±)('TjIZ'TjJ = O. 

Now let x"(s) = x"[yA(S)] be a curve in the surface 
through the point p. The curvature of this curve K 
is defined by 

(7) 

where NIZNIZ = 1 and K> O. 
The curve x"(s) is called normal at p if and only if 

NIZ = ± "lIZ, i.e., the normal to the curve and the 
normal to the surface are parallel at p. By expanding 
(l5jl5s)[(dx"jds)nlZ] = 0 for a normal curve x"(s) in a 
principal direction it follows that K;t: (the principal 
curvatures) are equal in magnitude to the normal 
curvatures in the principal curvature directions. We 
are now ready to proceed with the main theorem. 

n. CONSTRUCTION 

Let tI' (a = 0, 1, 2, 3) be the unit tangent to the 
world line of some observer traveling in a given patch 
of space-time and suppose the observer intercepts the 
null hypersurface S(xa) = 0 (electromagnetic wave 
front) at some point p. At P we now construct the 
instantaneous rest frame of the observer. It is defined 
to be the locus of all geodesics through p which are 
orthogonal to tI'. The intersection of the null hyper­
surface S = 0 with the instantaneous rest frame of the 
observer forms a two-dimensional subspace ~. This 

336 



                                                                                                                                    

ANOTHER INTERPRET A TION OF THE OPTICAL SCALARS 337 

two-space is a surface in the instantaneous rest frame 
and therefore at p has two principal curvatures k±. 
We now relate these principal curvatures to the optical 
scalars by the following. 

Theorem: (8) 

The theorem5 shows how simply the optical scalars 
are related to the curvature structure of the electro­
magnetic wave fronts. 

Before presenting the proof it may be instructive to 
consider a simple example. Consider an observer in 
Minkowski space a distance d away from a source of 
light; everything is at rest in the observers rest frame. 
Suppose the light source emits a single pulse of light. 
The null hypersurface is then a spherical shell traveling 
out from the source. When it strikes the observer the 
intersection of his instantaneous rest frame and the 
null hypersurface is a sphere of radius d. The two 
principal curvatures for a sphere are both equal to ljd. 
The expansion and shear are given by 

0= 21TVjd, 

(J = 0, (9) 
where 

All of which is in agreement with the above theorem 
which we now prove. Let ua be the unit normal to the 
instantaneous rest frame of the observer. uaua = -1 
and ua is equal to the four velocity of the observer at p. 
Let rJa be the unit normal to ~ which is orthogonal to 
ua• This is the normal drawn in the instantaneous 
rest frame of the observer. Because the two surface is 
contained in S = 0, it follows that rt is not linearly 
independent of k a and ua• In fact 

(10) 

An important observation to make at this point is 
that the second fundamental form of the rest frame 
vanishes at p. To see this we go to a set of geodesic 
normal coordinates adapted to the rest frame. The 
metric becomes 

ds2 = _(dXO)2 + g~P dx~ dxP 

and ua = bg. 
The second fundamental form is given by 

N~p = -15: b(b~p) = tg~p,o. 
bx 

(11) 

(12) 

• The signature is taken to be (-, +, +, +) and -k·u. the 
angular frequency of the electromagnetic radiation seen by the 
observer. 

Because the hypersurface is defined as the locus of all 
geodesics normal to ua at p we will see that g~P.o = 0 
at p. Let xa(s) be one of the geodesics. Then 

d2xa dx b dx e 

ds2 + {:J as ds = o. 

But XO(s) = 0 and Eq. (13) implies 

{ ° } dx
b 

dx
e 

= O. 
be ds ds 

(13) 

(14) 

Because Eq. (14) must be satisfied at p for all dxajds 
orthogonal to ua we have 

(15) 

and we conclude that the second fundamental form 
at the point p vanishes. This is equivalent to saying 
that 

bua I = 0 
bv p 

(16) 

for all derivatives taken tangent to the instantaneous 
rest frame. 

Now let e,± be unit vectors which are tangent to the 
two-surface and point in the principal directions and 
let k± be the two principal curvatures. If x"± (s±) are 
two curves through p in the two principal directions 
then it follows that at p, 

brJa a 
- = k±e±. 
<5s± 

(17) 

The invariant derivative is computed using the full 
metric, however, at p the second fundamental form of 
the rest frame vanishes and the derivatives in Eq. (17) 
involve only the metric of the rest frame. Equation 
(17) is easily established by using the geodesic normal 
coordinates and recalling the definitions of principal 
curvatures and principal curvature directions given in 
the Introduction. 

Now let us compute Eq. (17) using the representation 
of rJa in terms of the ua and k a , Eq. (10): 

e,± are not only orthonormal but also normal to ka 

because they are tangent to the null hypersurface of 
which k a is the normal. 

Transvecting Eq. (19) with e,± we obtain 

(20) 
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If we are dealing with a congruence of null rays we can 
write 

where maka = +1, mae± = mama = 0, we observe 
that 

a ~ka ak b 
e±-= e± a;be±. 

~s± 

By writing the metric in the following form: 

(21) 

or 

() = _kbUb(k+ + k- )/2, 

a = _kbUb(k+ - k- )/2 

(8 ± a) + (kbUb)k± = 0 

(22) and the theorem is complete. 

(23) 
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